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This paper is devoted to the application of the smooth approximation of the probability
function in the solution of three different stochastic optimization problems: minimization
of an airstrip area under the constrained probability of successful landing, minimization
of the cost of water supply system with random performance and with predefined water
consumption, and determination of the set of wind speed vectors which guarantees the
safe landing of an aircraft in future with the given probability. The first two problems
are mathematical programming problems with probability constraint, and the third one
is a problem of constructing the isoquant surface of the probability function. Smooth
approximation of the probability function allows to use the gradient projection method in
the constrained optimization problem and to define the isoquant surface as the solution to a
partial differential equation. We provide an example for each of the considered problems and
compare the results with known results previously obtained using the confidence method.

Keywords: stochastic programming; probability function; sigmoid function; gradient
projection method.

Dedicated to the 70-th anniversary of Professor A.l. Kibzun

1. Introduction

1.1. Overview of Stochastic Programming Solution Methods

The design of control systems in real-world problems requires considering the influence
of the system environment, which often cannot be predicted at the design stage. Such
design problems can be represented as mathematical programming problems, where
the optimization vector represents some controlled parameters. One way to reflect the
undetermined effects of the problem is to include random parameters in the model. This
approach is not universal, since sometimes it is better to adapt the system to the worst
possible influence. But it appears very effective in many engineering, financial, and social
problems to include such undetermined effects as random parameters. The addition of the
randomness in the model turns the objective and constraints in the optimization problem
into random functions. So we need a special way to choose the optimal control, as we
cannot compare objective values at different controls directly. One of the most reliable
and sophisticated ways is to consider the optimization problems in which the objective or
constraints are in the form of a probability function or a quantile function. This leads to
stochastic optimization problems with probability and quantile functions [1].

Stochastic optimization problems are highly complex. A unified analytical method
for the solution of these problems does not exist. Particular problems often require the
development of a new solution technique or some kind of modification of the existing
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methods. The most universal method is the stochastic quasi-gradient method [1,2], which
is based on the estimation of the upper-bound value of function gradient and has a low rate
of convergence. An approach involving sample average estimates was used for reducing a
two-stage optimization problem [3] and can be used for other problems, but this method
heavily depends on the type of the criterion and constraints functions.

One of the most powerful solution techniques is the confidence method. The method
is based on a generalized minimax approach and its modifications [1,4,5]. The inner
maximization of a minimax problem requires the selection of the optimal confidence set,
which is a continual problem. This approach is hard to implement and usually leads to
a suboptimal solution, as the optimization usually takes place only on the parameterized
subset of confidence sets. One of the ways to enhance the confidence method is to consider
sample probability space as if the random parameter distributions are discrete. This leads
to the mixed integer programming problem [6, 7], thus eliminating the stochastic aspect
of the problem.

One more type of solution method includes equivalent transformation methods [1],
which aim is to reduce the problem to a more simple problem of another type. For example,
some stochastic optimization problems with probability constraints can be reduced to the
equivalent quantile optimization problem [1]. And in some cases, the objective in the form
of probability or quantile function can be expressed as a usual function via probability
density function or cumulative distribution function.

Another type of solution method is based on the calculation of the probability
function gradient. The direct calculation of the gradient is a very complex problem
since direct formulas imply the integration over the surface [8,9] or the application of
Lebesgue transformation [10]. The direct calculation can be implemented through volume
integration [11], but only in limited cases. Other approaches to derive the gradient value
approximations are described in [12-14], but the application of these approaches is limited
by the type of distribution or other stochastic mechanisms.

1.2. Considered Problems and Solution Approach

In the present paper, we consider three problem statements, which were studied
earlier [1], and provide a new solution technique based on our previous work [15].

The first task is to minimize the area of an airstrip, under the constraint that the
probability of a successful landing of the aircraft must exceed a certain specified level. In
the problem statement the random parameters describe the bias of an aircraft from the
desired landing point due to the random speed and direction of the wind at the landing
location.

The second problem is also related to the problem of the aircraft landing. Consider
the aircraft that fly from airport A to airport B. We can measure the wind speed and
direction at airport B and decide whether the landing is safe or not, but only at this
moment. Usually, the decision about takeoff is based on the measured wind parameters
at airport B just before the takeoff; if these parameters are not safe for landing, takeoff
can be delayed, which can lead to financial losses. But even if wind parameters are safe
for landing at the moment of takeoff, the speed and direction of the wind at airport B can
changed during the flight, and new conditions could not be safe for landing at the moment
of aircraft arrival at airport B. In this case, the aircraft is directed to the other airport,
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which also leads to financial losses. So the problem is to determine the set of possible wind
speed vectors measured at the moment of takeoff from airport A, which guarantees that
the probability of the safe landing exceeds a certain level.

The third problem statement describes the water supply system in a desert region.
The system includes a water desalination plant, solar cells that provide energy for this
plant, and a reservoir for freshwater storage. The price of such a system depends on the
area of solar cells and the volume of the reservoir. The solar activity is considered to
be random, which means that every month the amount of freshwater obtained from the
plant is different. Also, it is possible to supply water from an external source in case of a
freshwater shortage, but the price of such a supply is considered to be relatively high. So,
the problem is to create the cheapest system that meets the requirements in freshwater
with a high enough probability.

All these problems were solved using the confidence method [1], but this method, as
we stated above, is rather hard to implement and leads to a suboptimal solution. We
propose a new solution approach using the approximation of the probability function
gradient as a basic tool of optimization. The idea of such approximation is to replace
the Heaviside function inside the probability function with its smooth approximation - a
sigmoid function [15]. Using this replacement, we obtain the approximation expressions
for the probability function along with its gradient in a form of a volume integral, which is
relatively simple to calculate. Also, this allows us to use methods of optimization involving
the function gradient.

The paper is organized as follows. In Section 2 we provide all necessary formulas,
relations, and statements. Section 3 presents the solution to the airstrip area optimization
problem. Section 4 presents the problem of determining the set of admissible wind speed
vectors. Section 5 describes the water supply problem. In Section 6 we give an overview
of the paper and discuss the possible direction of the future work.

2. Related Results

First, we provide all necessary formulas and statements for the approximation of
the probability function. Consider a complete probability space (€2, F,P), an absolutely
continuous variable X with the probability density function f(x) on that space, and
a smooth strictly piecewise monotonic function g(u,z) depending on a control vector
u € U, U C R™. The probability that random value g(u, X) does not exceed a specified
level ¢ can be defined as

P {g(u, X) < ¢} = / I{g(u,2) < ¢} f(x)dx = / Oy — glu, o)) f(x)de, (1)

where I(+) is the indicator function and ©(+) is the Heaviside function. One of the problems
in the probability function differentiation is that Heaviside function is discontinuous at
zero. So, according to our previous work [15], we replace the Heaviside function with its
smooth analogue - the sigmoid function - to get a differentiable approximation of the
probability function. The sigmoid function is defined as follows

1

Sp(t) = T oo
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where the parameter 6 corresponds to the steepness of sigmoid function. We showed that
the probability function approximation (hereinafter referred to as Pp(u)) converges to the
original probability function as the parameter # approaches infinity, i.e.

lim Py(u) = lim So(p — g(u,z)) f(x)de =P {g(u, X) < p}. (2)

0—~+o00 0——+o00
—o0

Also, we provide the approximation expressions for the probability function gradient and
proof similar convergence statements for partial derivatives with respect to the specified
loss level ¢ and with respect to the components of the control vector u;, ¢ = 1, m:

SoFli) = 709 11— Sulip — gl )] Solp — 9(u, ) f(z)d, (3)
Jim_ 5 Fo() = 5P (g0, X) < o}, 0

- Plu) = 70 il = glu.)) = 11Sule — o) DD fayae, (9
Jlim_ =2 Pu) = 5P (gl X) < o} ©)

The same results are valid if the variable X is a random vector with absolutely
continuous distribution and the probability density function fx(z) : R®™ — R!. In this
case, the probability function approximation is defined as

[e.o] o0

Pg(u):/"'/Sg (o —g(u,x)) fx(z)dx,, ... drodry. (7)

—00 —00

Using the Lebesgue dominated convergence theorem for conditional probability functions
and joint probability density functions, we show that the same statements as (2)-(6) are
valid in multidimensional case.

The same approach can be used if we need to handle the probability of several
inequalities. For example, if we have two functions ¢y (u, X) and go(u, X) and the desired
probability is P (g1 (u, X) > 0, ga(u, X)) > 0), then it can be approximated in the same way

Ghargo / Se(gl(uv x))SG(QQ(uv l‘))f(f)dl‘ =P (gl(u7X) > 0792(u7 X) > 0) : (8>

We need to ensure that the gradient of an objective function exists because we use
the gradient projection method. If the objective function is the minimum or maximum of
several other functions, we can not use the approximations because the derivative of the
maximum or minimum function does not exist at the point of the intersection of nested
functions. To solve this issue, we use smooth maximum or minimum transformation as
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the replacement of the usual maximum and minimum functions. The smooth minimum
for the set of functions y;(z), y2(z), ..., yx(x) is defined as

> pi(a)erts
SMin, (y1 (@), .., yu(w)) = =5——, (9)
Z eYi(z)

where v < 0 is a large modulo number corresponding with the steepness of approximated
function. The formula (9) remains the same for the case of smooth maximum, except the
parameter v must be a large positive number.

It is easy to show that the smooth minimum value converges to the value of the original
minimum function:

lim SMin,(yi(x), ..., ye(x)) = min(y;(z), ..., ye(z)). (10)

Y——00

The derivative of the smooth minimum function can be calculated directly:

é ( )e'yyz

d )
@SMzny(yl(ﬂf), k(@) = =+ T(7, 51 (), ...yn(2)), (11)
Z eyi(z)
i=1
and we can show that
lim T'(y,y1(2), ...yx(x)) = 0. (12)

Y——00

Furthermore, we can show that the derivatives of the smooth minimum converge to the
derivatives of the minimum at the points where the derivative of the minimum exists, e.g.

lim iS]Wmﬂy(yl( )y yr(x)) = imin(yl(av),...,yk(x)) (13)

y——oo dx dx

at any point x where the right-hand side derivative is defined.

3. Airstrip Area Optimization

Consider the problem of a successful aircraft landing. We want to build the airstrip with
minimal possible area to minimize the costs and we must meet the safety requirements.
The airstrip must be long and wide enough that the aircraft that lands at some point
of an airstrip stop without violating the boundaries. The minimal possible length of an
airstrip must be equal to the free path of an aircraft from the touchdown point till the full
stop. The minimal possible width of an airstrip must be equal to the distance between the
endpoints of the chassis.

In a real situation, the aircraft is affected by the wind, so we cannot guarantee that
the aircraft lands at the desired point. We must ensure that the airstrip margins are big
enough to compensate for the bias with a high probability. Under the assumption that
the wind speed is random and it has some distribution with infinite support, we cannot
guarantee the successful landing with probability 1, because it requires the infinite airstrip.
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This is the motivation to select the desired probability at some high enough level, e.g. 0,9,
0,999, or even 0,99999 (this level is suitable for civil aviation).

Let us denote by [y the distance from the aircraft landing point to the point of complete
stop, measured without external factors. The actual touchdown point of the aircraft will
differ from the desired one, so let [; and Iy denote the runway front and back length
margins. Let us also denote by z; the half of the airstrip width. For simplicity, assume
that the distance between the endpoints of the chassis is equal to zero. Then the area of
an airstrip, which is the objective function of the problem, can be defined as follows

S(Zl, ll, lg) = 221 (lo + ll + lg) . (14)

The stochastic model in the problem statement describes the random shift from the
desired landing point due to the random speed and direction of the wind at the landing
location. Let W, and W, denote the longitudinal and transverse components of the wind
vector at the landing location. Assume that W, and W, are independent random variables
with Gaussian distribution with known parameters:

We ~ N(mg,02), W, ~N(m.,o?). (15)

Let X and Z denote the longitudinal and transverse shift from the landing point. These
shifts are related to wind components as follows:

X =auWy 4+ a|W,|, Z=axW., (16)
where a1, a2, ass are known coefficients. The landing is considered successful if
—ll SXSZQ, ’Z’ SZl. (17)

These inequalities must hold with a probability not less than the desired level of reliability,
it is the safety requirement. Hereinafter the level of reliability is denoted by «.

It is worth noting that we will optimize the logarithm of an objective function (14) to
reduce the scale of parameters. So, the problem is defined as

Inz +1In(lp+1; +13) — min (18)
with probability constraint

To solve the optimization problem with probability constraint we use the gradient
projection method with decaying steps. This algorithm was implemented in the Python
programming language.

Example 1. The problem parameters were set according to [1]:
m
a1 = ayp = —20sec, asy = 3sec, lp =1500m, 0, =0, =5 —,
sec

me =m, =0, a=0,99.

The calculation required 7,59 seconds; the results along with the solutions obtained
by other methods [1] are presented in the Table.

As we can see from the Table, the new approach gives a smaller optimal area comparing
to the results of the confidence method. But this area is quite bigger than the one
obtained with the quasi-gradient method. The difference between these two solutions
appears probably due to the non-optimal weight decay ratio. This might be the subject of
further analysis.
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Table
Results of calculation and other solutions
Solution method Optimal area S, km? | 1, m ly,m 21,m
Proposed algorithm 0,185 583,1 283,1 39,2
Confidence method 0,202 430,2 290,1 45,54
Quasi-gradient algorithm 0,170 400,3 213,2 40,23

4. Wind Speed Forecasting

Consider the situation when the aircraft is ready for take-off at airport A with a
destination at airport B. Before the take-off, we can measure the wind speed and direction
at the destination airport B and decide whether the landing will be safe. But during the
flight, both the speed and direction of the wind can changed. If the conditions become
non-safe, the aircraft is redirected to the backup airport, which leads to financial losses.
The problem is to determine the set of possible wind speed vectors, which guarantees that
the landing will be safe with the given probability.

Let vy and /3y denote the initial wind speed and direction (that is angle in radians) at
the destination airport. The longitudinal component W? and transverse component WY
of the wind speed vector at the time of departure are

W2 =vgcos(By), W2 =wvgsin(fo). (20)

Let £ and n be the variables controlling the wind speed and direction shifts. We assume
that these variables are independent and have Gaussian distribution:

£~ N(0,0¢), n~N(0,07). (21)

The longitudinal component W/ and transverse component W of the wind speed
vector at the time of departure and at the time of arrival are related as

W:ﬁ = (vo + &) cos(Bo + 1), (22)
Wt = (vg + &) sin(By + n). (23)

Let w™* and w™" denote the maximum and minimum permissible speeds for the
longitudinal wind (tailwind and headwind), and w™** denote the maximum permissible
cross-runway wind speed. Upon approaching the destination airport, the plane will receive
a landing permit only if the following condition is met:

W2 < wl™ wp™ < Wy < ™, (24)
Let us denote this probability as the function of vy and Sy:
Pl ) = P ([IV] < wl™, w™ < W! < w™) (25)
We need to find all points (vg, 5y), at which the following inequality is fulfilled:
P(vo, Bo) > «, (26)

where « is the desired level of reliability.
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The set of admissible wind speed vectors should be a closed convex set, containing
point zero, so that any affine combination of these vectors should give an admissible wind
speed vector. We can find the isoquant of the probability function P(vg, 3y) to find the
boundary of this set. First, we need to find the starting point with coordinates vy, 5y. For
example, we let 5y = 0 and numerically solve the equation

P(vp,0) = a. (27)

Using this starting point, we rotate the wind speed vector with a given step AS and find
the wind speed change Awv for which the probability remains unchanged, so the following

equality must hold:

J P(vo, Bo)AB + iP(vo, Bo)Av = 0. (28)
9Bo

The border of the set of admissible wind speed vectors is the solution of the equation

dv 5P, B) (20)
ap 2P,B)
with initial condition

v(Bo) = vo. (30)

Example 2. The initial data was set according to [1]:
m
=1,9—, o,=27°,
o¢ sec’ "
which corresponds with the 3-hour wind change in the area of the Moscow Region airport,

m . m
a=0,99, W =15 = it = 95 0 gmax — 19 1
sec sec sec

The initial point is vy = 6,101, By = 0. The calculation required 36,8 seconds. The result
set is presented at the Figure.

10 —_—

SN

.l L
—15 ~10 =5 0 5
0
WX

The border of the set of the admissible wind speeds

Comparing to the results from [1|, we obtained a convex set. The set in [1] was
constructed using the confidence method with the union of two specific confidence sets:
an ellipse and a rectangle.
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The same problem was considered as an example in [16], which was dedicated to
the problem of the construction of the confidence absorbing set for the analysis of static
stochastic systems. The results of these two approaches are similar, but the approach that
is proposed in the present article seems a bit easier.

5. Design of Water Supply System

Consider the water supply system in a desert region. We assume that the spring with
the salt water is nearby, so the main part of the system is the water desalination plant.
This plant is powered by energy generated from the solar cells, and obtained freshwater is
stored in the reservoir. The price of such a system depends on the area of solar cells and
the volume of the reservoir. If the freshwater demand is not satisfied, we assume that it is
possible to bring freshwater from a distant external source, but the price of such supply
is considered relatively high. We also assume that in each month the water demand is
known beforehand, but the solar activity is random. This fact affects the performance of
solar cells thus affecting the freshwater generation. The problem is to create the cheapest
system that meets the requirements in freshwater demand with a high enough probability.

Let t be the number of months. Let d; denote the freshwater demand in j-th month,
and u; denote the amount of freshwater brought from an external source in j-th month.
The area of the solar cell is denoted by s and the reservoir volume is denoted by v. Let ag
denote the cost of 1 cubic meter of freshwater from an external source, a; denote the cost
of 1 square meter of solar cell and ay denote the cost of 1 cubic meter of the reservoir.

The performance of the solar cell in the j-th month we denote by X;. We assume that
the variables {X;},_, are independent and each variable X; has Gaussian distribution
with a known expectation and variance:

X; ~N(mj,05) Vjelt (31)

The overall cost of the system is defined as

t
Po(u) £ ars + axv + ag Z uj, (32)

j=1

where u £ (s,v,u1,...,u;)T. The objective is to minimize the cost of the system.
Now we define the constraints of the problem. The amount of freshwater left after the
month 5 is defined as

Z; 2 min{Z; v} +sX; +u;—d;, Zy=0, j=11, (33)

where min {Z;_;, v} is the amount of freshwater left after previous month. The freshwater
surplus is stored in the reservoir and can be used to cover the shortage in future months.
The amount of freshwater left after the first month is

Zl :X18+U1—d1. (34)

The system must satisfy the water demand with the given probability:
P (Zj(u,X)>0,j=1,%) > . (35)
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This probability can be rewritten as
P(Zj(u,X)>0,j=11) =P (mmzj(u, X)> 0) : (36)
J=1t
To obtain the differentiable approximation of this constraint, we replace the outer and
inner minimums with the smooth minimum (9) and replace the whole probability function
with its smooth approximation (2).
So the final problem is to minimize the price of the system

t

a1s + asv + ag Z w; — min (37)
j=1
under probability constraint
/ e / So (SMin [Z1(u,x), ..., Z(u,x)]) fx(z)dzy ... dxy > a. (38)

Example 3. To give an example we use the parameters from [1]. We set « = 0,99, t = 6,
ap = 2508/m3, a; = 37,58/m?, ay = 100$/m3, d; = 29,6m?, dy = 23,9m3, d3 = 36,2m3,
dy = 82,1m3, ds = 96,5m?, dg = 173,4m3, m; = 0,0084, my = 0,0083, mz = 0,0185,
my = 0,0063, ms = 0,123, mg = 0,137, 07 =5,8-107%, 05 =5,5-107% 02 = 12,3107,
02 =42,1-1074 02 = 81,8-107%, 02 = 91,6 - 10~%. All probabilities and expectations
were calculated using the Monte-Carlo method with a sample size of 10000.

The calculation required 292,69 seconds. The optimal cost of the system is 100613, 5 $,
the area s of the solar cell is 2488, 1 m?, the volume v of the reservoir is 31,4m?, u; = 15, 3,
uy = 1,3, uz = ug = us = ug = 0. So, the supply of freshwater from external source is
required only for the first two months.

We do not compare directly this result to the one obtained in [1], since it is not correct.
The area of a solar cell obtained in [1] is 1000 m?, which is not enough to satisfy the demand
even in the case of expected solar activity in each month.

Conclusion

In the present paper, we consider three applied stochastic programming problems:
minimization of an airstrip area under the constrained probability of successful landing,
minimization of the cost of water supply system with random performance and given
water consumption, and determination of the set of wind speed vectors, measured at the
moment of departure, which guarantees the safe landing with a given probability. We
show that the smooth approximation of the probability function is a powerful tool for
solving different problem types. It allows us to use the gradient projection method in
the constrained optimization problem, and to define the isoquant surface as the solution
of a partial differential equation. The same approach can be used in problems with an
objective in form of the probability function, and problems with mixed probability and
deterministic constraints. Formulas are presented as the volume integrals, so they can be
efficiently calculated. Further work may include a generalization of this approach for other
types of problems and improvement of the established solution algorithms.
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O PEITEHVN HEKOTOPBHIX ITPUKJIA/ITHBIX 3AJIAY
CTOXACTUYECKOI'O ITIPOTPAMMMWPOBAHUA

C IIOMOIIIBIO I'JIAJIKOM AIIIIPOKCUMAIINN ®YHKITUN
BEPOATHOCTU

B.P. Coboav'?, P.O. Topuwnwniit, A.M. ITorearencras'

'AO «xkcnepr PAs, r. Mocksa, Poccniickaa ®eepartus
2MoCKOBCKMiT aBHAIIMOHHBIIH UHCTUTYT (HaIlI/IOHaJIbHI)Ifl
uccsieioBarebckuil yuusepeurer), . Mocksa, Poccuiickas Dejeparius

B crarbe omnmcaHo mpuMeHeHne IJIaIKOM AlIPOKCUMAIAN (PYHKIIUU BEPOSITHOCTH B TPEX
IIPUKJIAIHBIX 3a/[a9aX CTOXaCTUIECKOr0 IPOrPaMMUPOBAHNUS: 38/ 1a49€ MUHUMU3AIINH L0~
JTA B3JIETHO-TIOCaJI0OTHOM ITOJIOCHI IIPY OTPAHUIEHNH Ha BEPOSATHOCTD YCHENTHOM MOCa KN, 3a-
Jlade MAHAMHU3AIIH CTONMOCTH CHCTEMBI 00eCIeYeH sl IPECHON BOJON B YCJIOBUSX CJIydaii-
HO¥ TPOU3BOAUTEILHOCTA U 33IaHHOTO ITOTPEOIEHNs BOJbI, & TaKKe 3aJade OIPeesIeHIs
MHO2KECTBA, JIOIIyCTUMBIX CKOPOCTEll BETPA, IPU KOTOPHIX C 33/IAHHOI BEPOATHOCTHIO MOYXKHO
obecrieunTh 6e30IACHY0 IMOCAIKY CaMOJIeTa 110 IIPOIIECTBUN BpeMeHu moJjiera. [lepebie jiBe
3aJ1a90 SIBJISIOTCS 33/1a9aMI ONTUMUZAIUNN C BEPOSITHOCTHBIM OTDaHUIEHIEM, TPEThS 33/1a98
CBOJUTCS K 3a/1a4e Olpee/IeHNs IOBEPXHOCTH yPOBHS DYHKIMH BeposaTHOCTH. [1anKas am-
IpoKcuMaIus QyHKIIUH BEPOSITHOCTH O3BOJISIET UCIIOJIb30BATH METO/ IIPOEKITUU I'DAITNEHTA
B 3aJla49aX yCJIOBHO! ONITUMU3AINH, & TaKKe ITO3BOJISET CBECTHU 3329y OCTPOEHUS JTUHUHI
ypOBHsI (DYHKIMK BEPOSITHOCTU K PEIIEHUI0 yPaBHEHMs B JYaCTHBIX IIPOU3BOIHBIX. Bee 3a-
JIAYU COMPOBOXKJIAIOTCA pacueTHbIMU TpuMepaMu. [losrydeHnbie pe3ysibTaThl CPABHUBAIOTCS
C peNeHusIMHA, IIOJIyIeHHBIMA PaHee C IIOMOIIBIO JOBEPUTEIHLHOIO METO/IA.

Karouesvie ca06a: cmoracmuveckoe npo2pammuposarue; Gynkuyus 6ePOAMHOCMU,; Cu2-

MOUDAALHAA GYHKYUA; MEMOO NPOEKUUY 2PadUEHMA.

Hccenedosariue svinoaneno npu gurarcosoti noddepocke PODU 6 pamkaxr nayunozo

npoexma N 20-31-90035.
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