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In the design of iterative learning control (ILC) algorithm for stochastic nonlinear
networked systems, the underlying assumption is differentiability of the system dynamics.
In many cases, in reality, stochastic nonlinear networked systems have non-differentiable
dynamics, but their dynamics functions after discretization by using conventional methods
have global Lipschits’ continuous (GLC) condition. In this paper, we apply an ILC
algorithm for stochastic nonlinear networked systems that have the GLC condition. We
demonstrate that to design the ILC algorithm, differentiability of the system dynamics is not
necessary, and the GLC condition is sufficient for designing the ILC algorithm for stochastic
nonlinear networked systems with non-differentiable dynamics. We investigate the analysis
of convergence and the tracking performance of the proposed update law for stochastic
nonlinear networked systems with GLC condition. We show that there exists no limited
condition for the stochastic data dropout probabilities in the convergence investigation of
the input error. Then, the results are reviewed and confirmed with a numerical example.

Keywords: iterative learning control; stochastic monlinear networked system; mnon-
differentiable; global Lipschits continuous (GLC); data dropout.

Introduction

The use of human learning and experience in doing tasks and success in them is an
incentive to develop a control method called iterative learning control. People learn by
practicing and repeating a task to perfect it. Due to the nature of ILC, ILC can be used to
improve performance in systems that perform repetitive tasks in a limited amount of time.
ILC is a control method that is designed for amending tracking control performance when a
system is performing a repeating task. The ILC algorithm deals with the reference tracking
control problem, which repeats the desired trajectory in a limited time called trial length.
ILC is applied to many industrial applications, such as injection molding, robotics, rolling
mills, and chemical patch processes, etc. The fundamental idea is to use the tracking error
to update the control input signal in the current trial of ILC, and the aim is to attain better
tracking performance from trial to trial. The main idea of ILC goes back to the article [1],
which is one of the sources of this topic. ILC is extensively studied and researched in theory
and is used in practice as well. The paper [2] is a survey that provides an overview of ILC
research, and the paper [3] categorizes almost all ILC algorithms proposed between 1998
and 2004 from various aspects, such as mathematical formula, application type, and system
type. Stochastic iterative learning control (SILC) is given by iterative learning control
concerning systems with stochastic signals such as random data dropout, measurement
noise, and system noise. Previously, there are many kinds of research on various issues
of ILC, such as robustness, stability, update law design, frequency analysis, and applied
research. The papers [2-7] are survey papers in this area of research. The paper [8| presents
an [LC algorithm with gain adaptation for discrete-time stochastic systems. The algorithm
is based on Kesten's accelerated stochastic approximation algorithm.
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With the advancement of Internet services, with the help of network techniques and
communication, control systems can be networked to have robustness, high performance,
flexibility, facility, and low cost. Control systems with these features organize network
control systems (NCSs). In NCSs, the network locates between the controller and the
system. The goal is efficient performance in case of lost data. Because of the random lost
data, the common control techniques and classical approximation are not used in NCSs.
There are several articles on the employment of the ILC algorithm in NCSs according to the
data conditions, the convergence analysis, and the design of the compensation structure.
The work [9] is a survey concerning ILC with incomplete information and relevant control
systems. In [10], a networked iterative learning control (NILC) is designed for a class of
uncertain discrete-time nonlinear systems with random packet dropout and communication
delay, where the input-output coupling parameter (IOCP) is assumed to be unknown. The
work [11] presents a novel networked iterative learning control scheme with an adjustment
factor for a class of discrete-time uncertain nonlinear systems with stochastic input and
output packet dropout modelled as 0-1 Bernoulli-type random variable.

In the research field of ILC, for nonlinear systems, the following two categories in
terms of system nonlinearities are considered: system dynamic with the GLC condition
and system dynamic with the local Lipschitz continuous (LLC) functions. In 7], the author
designed linear ILC for GLC nonlinear systems and nonlinear ILC for LLC nonlinear
systems.

In practice, many industrial plants have nonlinear systems such that, in many cases,
ILC design requires that the dynamics of the nonlinear systems is differentiable. However,
there exist nonlinear systems, which dynamics are not differentiable. For example, the
work [12] explains that the Hamilton—Jacobi equation is a first-order nonlinear partial
differential equation for the value function, which is differentiable. However, there exist
generally cases such that the value function is not differentiable. In practice, some systems
have non-differentiable dynamics. For example, the dynamics of impulsive systems and
backlash in gears may be non-differentiable. Therefore, this motivated us to design an ILC
algorithm to improve the performance of such systems with non-differentiable dynamics. In
this paper, it is assumed that systems with non-differentiable dynamics have data dropout
and are networked.

We can apply a more relaxed condition for stochastic nonlinear networked systems
such that their dynamic is not differentiable. In this paper, we design an ILC update
law for stochastic nonlinear networked systems such that the system dynamics are not
differentiable, but they have the GLC condition after discretization by using conventional
methods. We determine that to design the ILC update law, differentiability of the system
dynamics is not necessary, while the GLC condition is sufficient to generate the ILC
update law for stochastic nonlinear networked systems with non-differentiable dynamics.
We analyze convergence and the tracking performance of the recommended algorithm for
stochastic nonlinear networked systems that have GLC condition.

The aim of this paper is to show that the non-differentiability of the system dynamics
is not an obstacle for the design of the ILC algorithm and is possible by considering a
more relaxed condition, namely, the GLC condition.
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In the convergence analysis of the ILC algorithm, although the dynamics of the
stochastic nonlinear networked system are not differentiable, there is no problem in proving
the convergence theorem, and the GLC condition is sufficient to prove the convergence of
the ILC algorithm.

Notations. We denote the real number field by R. “P” shows the probability of an
event. “E” indicates mathematical expectation. Superscript “I” indicates the transpose of
a vector or matrix. |.| denotes absolute value. “i.0.” indicates “infinitely often”, “a.s.” shows
“almost surely” and “w.p.1.” denotes “with probability one”. “i.i.d.” stands for “independent
and identically distributed”.

The paper is organized as follows. In Section 2, we formulate the problem statement
and present an ILC update law for stochastic nonlinear networked systems that have the
GLC condition. Section 3 investigates the convergence analysis of the proposed algorithm.
In Section 4, we consider a numerical example, and, in Section 5, we draw a conclusion.

1. Problem Statement

Consider a continuous-time stochastic nonlinear networked system with non-
differentiable dynamics. After discretization by conventional methods such as Euler
method, the system is reduced to the following discrete-time nonlinear networked system
with stochastic measurement noise:

wp(t +1) = f(t 2i(t) + g(t, 2 (t))ur(t), (1)
yr(t) = C(t)xn(t) + Ce(t),

where £ = 1,2, ... indicates the iteration index, t = 0,1, ..., N is the time index, and the
given positive integer N is the iteration length. ugx(t) € R, yi(t) € R, and zx(t) € R
are the input vector, the output vector, and the state vector, respectively. The stochastic
variable (j(t) indicates measurement noise. Nonlinear functions f(¢, zx(t)), g(t, xx(t)), and
time-varying vector C(t) represent unknown information on the system.

In ILC networked control systems,

Uy l i Vi
the networks are applied to communicate -—-‘ Plant }——-

between the iterative learning controller

and the operational system. We use the I Memory l ( :;:I)
Bernoulli random variables to denote the ™ [ et

lost data in this paper, similar to some [m Va
literature about NCSs. We use ay(t) with " **! .

the Bernoulli distribution for modelling
the transmission of y(f). Therefore, if
yr(t) is not successfully transmitted, then
ap(t) = 0, and if yg(t) is successfully
transmitted, then ai(t) = 1. We assume
that the probability of successfully output
transmission is 0 < r < 1. Therefore,
P(ag(t) =0) =1—r, Vk, t and P(ax(t) = 1) = r. Hence, we conclude that Eqy(t) = r.

Some of the assumptions are as follows.

A1. There exists a unique u4(t) for generating the desired output y4(t) with the initial

i

Memory I

Fig. 1. A control system with a network at
the measurement side
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state 24(0), where y4(0) = C(0)x4(0) is such that

za(t +1) = f(t, 24(t)) + g(t, za(t))ua(t), 2)
ya(t) = C(t)xq(t).

A2. Vt the i.i.d measurement noise sequence (x(t),k = 0,1,... has E{(t) = 0,
sup,E[C(t)]* < oo, and lim =5 G(t) (Ge(t)" = ¢ a.s. such that ¢ is an unknown
matrix.

Remark 1. The condition utilized to the noise measurement is based on the iteration
axis rather than the time axis, and, since the process is performed repeatedly and
independently, therefore, there are no rigorous conditions.

A3. Vt = 0,1,..., N, nonlinear functions f(t,zx(t)) and g(¢,zx(t)) have the GLC
condition, that is, Va1, z2 € R", |f(t,21) — f(t,22)| < lf|21 — 22| and V1, 25 € R”,
lg(t, z1) — g(t, 22)| <, |x1 — @3], where Iy > 0 and [, > 0 are the Lipschitz constants.

Remark 2. This is the GLC condition, which we use to design the ILC algorithm and
analyze its convergence.

A4. Tt is supposed that the sign of C(t + 1)g(t, xx(t)) does not change during the
learning process, and its unknown value is nonzero. Therefore, it is assumed that C(¢ +

Dg(t, z(t)) > 0.

Remark 3. C(t+1)g(t, z4(t)) indicates the control direction. Assumption A4 is necessary
because otherwise a plan must be design to find the direction of right control, which
complicates the controller.

A5. The measurement noise sequence and the initial state sequence are mutually
independent. Furthermore, the i.i.d initial state sequence is resetting asymptotically in
the sense that x(0) — 24(0), w.p.1, when k — oo.

Remark 4. This technique is necessary to realize the asymptotically re-initialization
condition. Remarkably, the classical identical initial condition is a particular case of A5.

In Figure 1, the system output of the current iteration transfers via the network to the
ILC controller. In this paper, we consider just data dropouts on the measurement side.

Remark 5. If we consider lost data on both actuator and measurement sides, a more
comprehensive investigation is required because we need to consider the asynchronous
update between the control signal created by the learning controller and the control signal
fed to the plant. Since this is beyond the scope of this paper, for example, refer to [13] for
more study.

A mechanism is needed to ensure the convergence of the input error to zero and
to overcome the effect of random noise on random systems. Therefore, to eliminate the
effect of measurement noise, ensure input convergence and prevent unstable conditions,
we consider the following decreasing sequence py for the proposed update algorithm:

00 00
2
pk>0,pk—>0,g pk:oo,g pr <oo,Vk=1,2, .. (3)
k=1 k=1
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In this paper, we design the ILC algorithm for stochastic nonlinear systems with
non-differentiable dynamics with GLC condition for updating and generating inputs due
to minimizing limsup = 3 [ya(t) — ye(t)|?, ¥t = 0,1, ..., N under the lost data conditions.

n—oo k=1
Due to the unpredictable measurement noise, this article deals with the direct convergence

of system inputs to the desired input.

Indeed, we can not use conventional update control laws for networked systems. In
this paper, the following ILC update law is proposed under stochastic measurement noises
for stochastic nonlinear systems that have GLC condition:

w1 (t) = w(t) + peEx(t + 1), (4)
where
. €k(t), Zf Oék(t) = 1,
Eult) = { 0, if ag(t) =0, )

ex(t) = ya(t) — yx(t) is the tracking error.

We present the convergence analysis of ILC update law (4), (5) as well as its
performance evaluation for stochastic nonlinear networked systems with non-differentiable
dynamics that after discretization have GLC condition.

2. Convergence Analysis

Let us show the convergence analysis of the recommended law (4), (5). For brevity,

we use the symbols fi(t) = £(t, 2i(t)), falt) = F(t 2a(t)), 9u(t) = g(t, 5x(), galt) =
g(t, x4(t)), 0fx(t) = fa(t) — fr(t), and dgr(t) = ga(t) — gr(t). The status error is defined
with 0z (t) = z4(t) — xx(t). We use the following statement to prove the convergence of
the algorithm (4), (5).

Lemma 1. For system (1), assumptions A1-A5 are considered. If klim dug(m) =0, m =

—00
0,1, ..., t, then we have |0 f(t + 1) — 0, |0gx(t+1)] — 0, and |6z (t +1)| — 0,
—00 —00 —0

w.p.1, at the time t + 1.

Proof. Taking into account (1) and (2), we conclude that
Oxp(t 4+ 1) = 6 fi(t) + gr(t)our(t) + dgr(t)ua(t). (6)

Let us prove by mathematical induction.
Initial step. Let t = 0, we have

dxk(1) = 6 £r(0) + gr(0)duk(0) + 6gx(0)ua(0) (7)

Concerning A5, dx(0) — 0, take into account A3 ¢ fx(0) — 0 and dgx(0) — 0.
— 00 —00 —00

Since |gx(0)] < ga(0)|+|0gx(0)], we conclude that gx(0) is bounded. Therefore, considering
assumptions of Lemma 1, dug(0) — 0, we have gx(0)ou(0) — 0. Also, uq(0) is
— 00 —00

the initial desired input vector, therefore, u4(0) is bounded. Hence, we conclude that
3g1(0)uq(0) — 0. Therefore, from (7), we conclude that dz (1) — 0. Now, concerning
—00 —00

A3, we have 0 f;(1) —— 0 and dgx(1) —— 0.
k—o0 k—o0
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Inductive step. Suppose that the results of Lemma 1 hold for i = 0,1, ...,t. We show
that conclusions are correct for ¢t + 1. The method of proof is the same as the initial
step of induction. Therefore, it is proven that o0 fi(¢t + 1) — 0, dgr(t + 1) — 0 and

—00

In this regard, for convergence investigation, the following statement is proved.

Theorem 1. Suppose that assumptions A1-Ab5 hold for the stochastic nonlinear networked
system (1). If |1 — pC(t + 1)gx(t)| < 1, then for uy(t) updated by ILC update law (4), we
conclude that uy(t) — ug(t) w.p.1, for all t when k — oo.

Proof. To prove convergence it is necessary to show that dug(t) = uq(t) — ug(t) — 0 for all
t=0,1, .., N when k£ — oo.
Considering (1) and (2), according to (4) and (5), we have

upy1(t) = oug(t) — prEr(t + 1) = dug(t) — prag(t + Dex(t + 1) =
= duy(t) — prog(t + 1Ot + 1) (zq(t + 1) — 2 (t + 1))+ (8)

Therefore, again considering (1) and (2), we conclude that

—prak(t + 1)C(t + 1) gi(t)our(t) — prow(t + 1)C(t + 1).

Hence, we have

Sup1(t) = [1 = puC(t + 1)gn(t)]0ur(t) + prC(E + 1) g (t)ouy(t)—
—prag(t + 1)C(t +1)6 fi(t) — prow(t + 1)C(t + 1)dgx(t)ualt)— (10)
—pran(t + 1Ot + 1) gr(t)dur(t) + prow(t + 1)C(t + 1).

Considering that (x(t + 1) is independent of ay(t + 1), and the norm is taken from both
sides of (10), we have

dura (D] < |1 = ppC(E + 1)gi ()| [0ur (8)] + ] |C (¢ + 1) g ()] [0un(t)] +
+ okl law(@ + DICE + D0 f(t)] + |prl [or(t + DHCE + D 10gr(0)] [ua(t)[ + (11)
+ okl law(@ + DICE + D] ge(®)] |our@)] + |px] low(t + DG+ D] as.

We can prove l1m dug(t) = 0, Vt by mathematical induction.
Initial step Assume that t = 0.

|6ur11(0)| < [1 = prC(1)g(0)] |6ur(0)| + | o] |C(1)] |gx(0)] |dur(0)] +
+ o] lax (D C D)6 fx(0)] + [pr] [ar (D) |C(1)] [6gx(0)] \Ud( )| + (12)
+ lpr] [ax (D] 1C(1)] [gr(0)] [0ur(0)] + |pr| [ar(1)] |G (1)] a

According to A4, for sufficiently large k, we conclude that C(1)gx(0) > <, where 1
is a suitable constant. Note that ax(1) and |C(1)| are bounded. Considering A5, we
have d0x,(0) — 0, therefore, according to A3, we conclude that ¢fx(0) — 0. Hence,
|pk| k(1) |C(D)] [0fx(0)] — 0 w.p.1, when & — oo. In (12), the initial desired input
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vector is ug(0), therefore, the norm of u4(0) is bounded. Hence, concerning klim pr = 0,
— 00

we conclude that |pg||ax(1)[|C(1)]|0gk(0)||ua(0)] — O w.p.1, when k£ — oo. Also,
dug(0) is the input error vector, therefore, its norm is bounded. Therefore, we have
okl |C (V)] ]g(0)] [0ur(0)] — 0 and [pg||cw(1)] [C(1)] |gx(0)] [6ur(0)] — 0, w.p.1, when
k — o0. (x(1) is a continuous function of white noise on [0, N|, therefore, |(x(1)| is
bounded. Therefore, concerning kl:rilo pr = 0, we have |pg||ak(1)][(1)] — 0, w.p.1, when

k — oo.
We set 01 = |1 — pC(1)gr(0)], 0; = 0,1 =2, 3, ..., ex = |dux(0)], and ¢, = 0, concerning
the assumption of Theorem 1 and Lemma 1 of the paper [14], from inequality (12), we
result klim |0ur(0)| = 0, w.p.1.

—00

Inductive step. It is assumed that dug(m) — 0 is true for m = 0,1,...,t — 1, then we
show duy(m) — 0 for m =t. ag(t+1) and |C(¢ + 1)| are bounded. In (11), concerning the
inductive assumption and Lemma 1, we conclude that dzx(t) — 0 and § fx(t) — 0. Hence,
in (11) we have |pg| o (t + 1) |C(t + 1)| [0 fe(t)| — 0 w.p.1 when k& — 0.

Note that wug(t) is the desired input vector, therefore, its norm is bounded. Hence,
concerning ]}Lrﬁlopk = 0, we conclude that |pg||ou(t+ 1)||C(t+1)]|0gk(t)] |ua(t)] —

0 w.p.l, when & — oo. Also, dug(t) is the input error vector, therefore, its
norm is bounded. Therefore, we conclude that |px||C(t+ 1)||gk(t)| |[dur(t)] — 0 and
|| |k (t + D) |C(t+ 1)]|gx(t)| |[our(t)] — 0, w.p.1, when k — oo.

|Ce(t + 1)] is bounded, since (j(t + 1) is a continuous white noise function on [0, N].
Concerning kh_)rglo pr = 0, we have |pg||ag(t + 1) |Gk(t + 1)] — 0 w.p.1, when k — oo.

Let oy = |1 — ppC(t 4+ 1)gr(t)], 0s = 0,1 =2, 3, ..., e, = |dux(t)|, and ¢, = 0, concerning
|1 —prC(t+1)gr(t)] < 1, Lemma 1 of the paper [14], and (13), we conclude that
klgn |0ug(t)| = 0, w.p.1. .
ooTherefore, in the ILC update law (4), (5), we proved that the input error converges to
zero w.p.1 when k — oo.
Although the system dynamics are assumed to be non-differentiable, there is no
disturbance in proving the convergence of the algorithm (4), (5), and the GLC condition
is sufficient to prove the convergence of the algorithm.

3. Numerical Example

In this section, in order to demonstrate the convergence feature of the proposed
algorithm (4), (5), we consider the following stochastic nonlinear networked system that
have GLC condition:

o, (t + b= oy (8) sin(|2 (1) — 3]) + 3 sin(Jax(t) — 3)ux(t),
23 (t+1) = 0,3 cos(t) cos(zi(t)) + 0, 75 u(t), (13)

yk( ) =0, ka( )+ 0,35t91%22 (¢) + Ci(t).

(1)
i (1)
(13). The measurement noise of system (13) is ¢, (¢) with normal distribution N (0, 0,01?).
The time interval is [0, 60], and the desired output is yq(t) = 0, 85sin(g5t) + 0,3 sm( t).
The initial iteration input signal is u;(#) = 0. The initial state is z}(0) = xk(O) = 0. In the
following, the convergence characteristics of the model (4), (5) and tracking performances

Here wuy(t) is the input, yx(¢) is the output, and { } is the state vector of system
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Fig. 2. Tracking performances of system Fig. 3. Average absolute tracking errors
(13) for r = 0,9 of system (13) for r = 0,9

are examined according to the different probabilities of lost data. To evaluate tracking
performance, the proposed algorithm is executed for 500 repetitions.
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Fig. 4. Tracking performances of system Fig. 5. Average absolute tracking errors
(13) for r =0,3 of system (13) for » =0, 3

First, we set r = 0, 9. Figure 2 shows tracking performance of system (13) for r = 0, 9.
As can be observed, the final output almost corresponds to the desired output.

Figure 3 presents the average absolute tracking error of outputs for r = 0, 9. Figure 2
and Figure 3 indicate that the proposed algorithm has good tracking performances and is
effective.

In the other case, consider r = 0, 3. Figure 4 presents the tracking performance of
the system for r = 0, 3. Figure 5 shows the average absolute tracking error of outputs for
r =0, 3. As it is observed, the probability of successful transfer of data for » = 0, 30 is low,
and update law performance is worse than for the case » = 0,9. But while the probability
of successful transmission of data is low, performance is not bad.

Then, we set r =0,9,0,7,0,5, and 0, 3, for the examination of the influence of various
probabilities of lost data. As can be observed in Figure 6 and Figure 7, the algorithm
almost retains its good performance, even if the probability of successful data transfer
decreases with the increasing number of iterations.

In this example, we found that the non-differentiability of system did not disrupt
the convergence and performance of the proposed algorithm, and the GLC condition is
sufficient.
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Fig. 7. Average absolute tracking error
of system (13) for r = 0,9, = 0,7,r =
0,5,7=0,3

Fig. 6. Final outputs of system (13) for
r=0,9r=0,7,r=0,5,r=0,3

Conclusion

Differentiability of a system is one of the main assumptions for designing ILC
algorithms in stochastic nonlinear networked systems. In this paper, in cases where
stochastic nonlinear networked systems have non-differentiable dynamics, we designed the
ILC algorithm for such systems based on the GLC condition.

We examined the analysis of convergence and the tracking performance investigation of
the introduced algorithm. In this paper, in these stochastic nonlinear networked systems
that have GLC condition, the random lost data was set in the measurement side. We
modelled the random lost data by random Bernoulli variables.

As it turned out, there is no restricted condition for the stochastic lost data
probabilities in the convergence investigation of the input error. Also, we showed that
to present the ILC algorithm, differentiability of the system dynamics is not necessary,
and the GLC condition is enough for generating the ILC algorithm for stochastic
nonlinear networked systems. We showed that, in the ILC update law (4), (5), if
|1 — prC(t + 1)gx(t)| < 1, then the input error converges to zero in the almost sure sense.

The theoretical conclusions were confirmed by a numerical example.
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VIIPABJIEHUE HEJIMHEMHBIMU CTOXACTUYECKUMU
CETEBBLIMU CUCTEMAMU C HEJIN®PEPEHIIUPYEMOI
JNMHAMUKON C UTEPATUBHEIM OBYYEHUEM

Haoocagpu Ceduzex Aavcadam', Henasapraragpu Aau', Kapbaccu Cetied
Mexou!
L Vuusepcurer Uesn, Uesn, Upan

ITpu paspaborke ajaropurMa ynpasjenus ¢ ureparusabiv obydenuem (ILC) mis croxa-
CTUYECKUX HEJIMHEHHBIX CETEBBIX CHCTEM OCHOBHBIM IIPEIIOJIOXKEeHNEM siBJisieTcs nuddepen-
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I[TPOI'PAMMIPOBAHNE

Cemurex

[IUPYEeMOCTh JUHAMUAKA CUCTEMBI. BO MHOTHX CiIydasix B AefICTBUTEILHOCTH CTOXACTUIECKUE
HeJINHEITHbIE CeTeBbIe CUCTEMbI 00/1a1a10T HeauddepeHupyeMoil TMHAMUAKOM, HO UX [IAHA~
Mudeckne (QyHKIUU IOCIe JUCKPETU3ANUN C HCIIOJb30BAHHEM OOBIYHBIX METO/IOB HUMEIOT
riobasibHoe HenpepbiBHoe yesosue Jlummuna (GLC). B aroit crarbe MBI IPUMEHsIEM AJl-
roputM ILC 151 cToxacTu4ecKux HEJIMHEHHBIX CETEBBIX CHCTEM, KOTOPbIE UMEIOT YCJIOBUE
GLC. Msr pemoncTpupyeMm, 4To i paspaborku ajropurma ILC nuddepermupyemocTts
JIMHAMUKHU CHCTEeMbI He Tpebyercs, a yciaosue GLC mocraTodno jjist pa3spabOTKH aJllOPUT-
Ma ILC s croxacTuaecKux HEJMHEHHBIX CETEBBIX cucTeM ¢ HeduddepeHupyeMoii au-
HAMUKON. MBI ucciielyeM aHaJU3 CXOAUMOCTH U OTCJIE?KUBAEMOCTD IIPEJIJIOZKEHHOTO OOHOB-
JIEHHOT'O 3aKOHA, JIJIsl CTOXaCTUIECKUX HEJIMHEWHBIX ceTeBbIX cucreM ¢ ycyoBuem GLC. Mubr
[TOKa3bIBAEM, UTO HE CYIIECTBYET OIPAHMYEHHOTO YCJIOBUS JJIsi BEPOSTHOCTEN BBINAIEHIS
CTOXACTUIECKUX JAHHBIX TP UCCJIEJOBAHUY CXOJMMOCTH BXOHON OMIMOKH. 3aTeM pe3yiib-
TATHI PENEH3UPYIOTCH U HOITBEPKTAIOTCS IACIEHHBIM IIPIMEPOM.

Karouesvie crosa: ynpasaenue ¢ wmepamusHsiM 00YdeHuem; Cmoracmuteckas Heal-
Hetnas cemesan cucmema; neduddepernyupyemoviti; 2a06arv10€e Henpepwviehoe Jlunwuya

(GLC); nponadarue danmoir.
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