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The paper considers a recurrent regularizing algorithm for joint estimation of
distortions of a M-ary quadrature amplitude modulation (M-QAM) signal obtained in a
direct conversion receiver path. The algorithm is synthesized using a modified least squares
method in the form of Tikhonov’s functional under conditions of a priori uncertainty about
the laws of noise distribution. The resulting procedure can work both on the test sequence
and on information symbols after the detection procedure. We analyze the influence of the
Lagrange multiplier on the accuracy of the estimation procedure and on the complexity
of the algorithm. It is shown that, with the same accuracy, the regularizing algorithm
requires significantly fewer iterations than the procedure without the Lagrange multiplier,
and therefore has a lower computational complexity.
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Introduction

From the estimation theory, it is well known that the joint estimation of the unknown
signal parameters has a higher accuracy than the separate estimation. But the main
disadvantage of joint estimation algorithms is their complexity [1,2].

In communication technology, there exist incorrectly posed problems that require a
special approach. This situation arises, for example, when the operator (linear or nonlinear)
describing the observed process does not have the opposite one, or is determined with errors
leading to the divergence of the computational algorithm used. Such problems are solved
by introducing a regularizing parameter into the estimation procedure [3-5].

1. Problem Statement

Consider the quadrature components z; = S;(0;) of the signal M-QAM, M = 2?* k ¢
N, observed against the background noise p; with an unknown probability distribution:
Yy, = z; + p;, where i = 1,2,...m is a discrete time, S;(-) is a nonlinear vector-function
describing the quadrature components of the signal:

$,(0) — a(I; cos(2TAfALi + ¢;) — Jisin(2r A fAL + ;) + be )
‘ — \ va(Iisin(2r A fAt + p; + Ap) + J;cos(2TAfAL 4 @; + Ap)) + by |

Here ® = (a,¢;, Af,7v, Ay, b, bs)T is a vector of estimated parameters, I;,.J; are
information amplitudes or symbols of the test sequence taking discrete values, p; = @o+;
is a random phase formed by the phases of the generators on the transmit-receive side and
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the delay in the propagation channel, ¢, is a phase constant component, «; is a phase
noise, Af is a frequency shift after demodulation, At is a sampling interval, a is a signal
amplitude, v, Ay are amplitude and phase imbalance, b., b, are constant components of
the signal quadratures (DC offset).

The problem of finding estimate ® of the vector ® was solved under the following
conditions:
— random process p; is stationary, E(p;) = Oax1, E(p;p]) = 02154 is an observation
noise covariance matrix, E(uiujT) = 092 for ¢ # j, E( -) is expectation operator, Iy.o is
identity matrix of the size 2 x 2,
— phase noise «; is described by a 2nd order moving average model,
— sequence of symbols [;, J; is known.

2. Solution

We form a 2m sample vector of the observed process Y, = ( yroyl o - yT )T.
Then the observation equation can be written as Y,, = S(®) + @&, where S(©) =
(sT(©) sL_,©) - sT©)), a = (pl pl, - ui)". The algorithm to

find the estimation © is sought in the class of recurrent procedures. Expanding the

nonlinear function S(-) in a Taylor series up to linear term at the point ©,_;, where I
is the iteration number, we get: Y,, = D, 1F(©,) + @1, where F(©,) = f, = ( 1 @lT )T,
O, = Lf, L = ( 0751 I7y7 ) The model of the estimated vector has the form:
O, = O, + &, where & is a shaping noise with zero expectation and the covariance
matrix E(&¢]) = a§I7X7, ag — 0,147 is identity matrix. We calculate the value of the
function F(-) from the left and right sides of this model and expand it in a Taylor series
up to the first approximation at the point ©;_;. As a result, we obtain a model linearized
with respect to the variable f;_: f; = f;_; + W;_1&;, where W;_; = F/(©,_,) is the first
derivative of F(-) at the point ®;_;. Further, the problem of finding the estimate is sought
by the modified least squares method in the form of the Tikhonov functional:
2

o l=1,2,00 M. (2)

!

O(f) =Y — lelle?Q—l + N Hfz— fi4

Here ); is a regularizing Lagrange multiplier, Euclidean norms are determined taking

into account the weight matrices Q = ailgmxgm and P;: ||[Y,, — Dl,lleg_l = (Y, —
2

D,_if; QN (Y, — Diafy)), || fl_lHP_l = (fi— fl_l;Pfl(fl— f,.1)), (e; @) is a scalar
l
HYm—S((:)l) i
product. By minimizing (2) over f; under the constraint conditions S = UZ’ we
obtain expressions for the estimates:
®l:®l—1 +LKl(Ym - S(Gl—l))v l= 17 27 ST) M07 (3>

where K; = (021 + AP,D{ D)) "'APD] |, P, = T'uy + WW'oZ, Ty = (I—
KD, )P,(I-KD,1)" +KQK/ +(I-KD_)P,_y ;K| + KlPlT_Lf,L(I - K,D;y)",
Py =Efp") =K 1Q+ (I—-Ki_1D; 2)P; 2, Iis identity matrix of the size

8 x 8, the initial conditions are Py ¢, = Ogx2m, g, ©¢ are found from a priori information.
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The Lagrange multiplier is calculated by the formula:

Hmeg(élfl)

V2m o, (W - Uu)
|diag(D;—1P,D/,)|| '

)‘l ~ (4)

An approximate expression is obtained for the number of arithmetic operations for two
variants of algorithm (3) taking into account the calculation of Lagrange multiplier (4):
Ny = (1018m + 1588) M. If the iterative update of the Lagrange multiplier value is
not performed, i.e. \; = 1, then the number of arithmetic operations can be estimated in
the form N3y = (984m + 1585) M.

3. Computational Experiment

A computational experiment was carried out with the following data: M = 64, v =
0,5, Af = 180.7 Hz, At = 0,25 us, g9 = 7/12, Ap = 7/18, b. = 1,3,bs = 2, a = 3,
m = 500, detection was carried out using an information sequence of 2000 symbols, the
phase noise is stationary, the standard deviation of the phase noise is one degree, the
additive noise is Gaussian, the number of realizations is 100. Initial values are taken as
follows: ©= (1,0,0,1,0,0,0)", Ty = ( 1 2“7 )

O7x1 0,177

Figures 1, 2 show the dependence of the RMSE (root mean square error) of the
estimation of some parameters on the number of iterations [ for procedure (3) without
the Lagrange multiplier (\; = 1) and regularizing algorithm (3), (4) with ratio of signal to
noise equal to 27 dB for in-phase component.
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Fig. 1. Dependence of the standard deviation of the estimation of the frequency and the
total phase of the 64-QAM signal on the number of iterations for algorithm (3) without
Lagrange multiplier

The above figures show that the algorithm with the Lagrange multiplier has a
significantly shorter transient process. Therefore, it has less computational complexity.
Regularizing algorithm (3), (4) converges already after 10 iterations. Algorithm (3) with
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Fig. 2. Dependence of the standard deviation of the estimation of the frequency and the
total phase of the 64-QAM signal on the number of iterations for algorithm (3) with
Lagrange multiplier
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Fig. 3. Experimental curves of noise immunity of 64-QAM signal reception during
algorithm (3) operation: without Lagrange multiplier (A, = 1 ) and with a different
number of iterations My(1 — My = 2305 2 — My = 225; 3 — My = 2205 4 —My = 215) —
a), with Lagrange multiplier (4), My = 10 — b)
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A; = 1, which is a recurrent least squares (RLS) method with weighted matrices, converges
only after My = 230. Then, with the size of the estimated vector equal to 7 and the length of
the test sequence equal to 500, the complexity of the RLS method exceeds the complexity of
regularizing algorithm (3), (4) by approximately % = 22 times. Figure 3 illustrates the
experimental probabilities of error per symbol for receiving a 64-QAM signal when using
algorithm (3) with A\; = 1 and a different number of iteration steps My, and regularizing
algorithm (3), (4). Figure 3 shows that the noise immunity, which regularizing algorithm
(3), (4) allows for 10 iterations, is achieved using procedure (3) without the Lagrange
multiplier only at 230 iterations.

A computational experiment showed that to achieve the same noise immunity,
regularizing algorithm (3), (4) requires fewer iterations, and hence fewer arithmetic
operations, than recurrent least squares method (3) (A, = 1). With the length of the
estimated vector equal to 7 and the length of the test sequence equal to 500 symbols, the
complexity of the recurrent least squares method exceeds the complexity of regularizing
algorithm (3), (4) by 22 times.
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AHAJIN3 BJINAHNA MHO2KUTEJIA JIATPAH2KA HA PABOTY
AJITOPUTMA OLOEHUBAHUNA ITAPAMETPOB CUTHAJIA
B YCJIOBUAX AIIPMOPHOUN HEOIIPEJAEJEHHOCTU

H.E. ITo6opuas', E.M. Jlo6os!
'MockoBckmit TexHIYeCKHiT yHUBEPCHTET cBaA3d U uHbopMaTuKy, r. Mocksa,
Poccniickas @enepariust

B pabore paccmarpuBaeTcss peKYpPPEHTHBIN Perysispu3yoNmil aJropuTM COBMECTHOMN
OLIEHKY UCKAKEHUH CUI'HAJIa MHOTOIIO3UIMOHHON KBaapaTypHoii momyamuu (M-QAM), 1o-
JIYYEHHBIX B TPAKTE MPUEMHHUKA MPSIMOTO IIpeobpa3oBanusi. AJTOPUTM CUHTE3UPOBAH C HO-
MOIIIHIO MOAMMDUIIMPOBAHHOIO METO/Ia HAMMEHBIIINX KBaJAPATOB B BuAe pyHKInOoHAJA Tu-
XOHOBa B YCJIOBUSAX aIIPUOPHOIN HEOIIPeJIeJIEHHOCTH OTHOCUTEIBHO 3aKOHOB pacIIpe/le/IeHus
myMoB. [lomydennas mporeiypa MOXKeT padoTaTh KakK II0 TECTOBOM IOCIeI0BATEILHOCTH,
TaK U 110 HHPOPMAIIMOHHBIM CUMBOJIAM IIOCJIe [IPOIIELY PhI AeTeKTupoBanus. [ [poanansupo-
BAHO BJIMSIHUE MHOXKUTEJIs JIarpaHzKa Ha TOYHOCTD IIPOIIE/TY PhI OTICHUBAHUS U HA CJIOZKHOCTH
agropurma. [lokazano, 4T0 npu OJUHAKOBOM TOYHOCTH PEryJIAPU3YIONIHI aIropuTM Tpedyer
CYIIIECTBEHHO MEHbIIee KOJMIECTBO UTepaluii, ueMm nporeaypa 6e3 Muoxkuress Jlarpamxa,
a 3HauuT 00J1agaeT 6ojiee HU3KON BBIYUC/IUTEIBHON CII0KHOCTBIO.

Karouesvie caosa: peeyrapusyrowuti ar20pumm; anpuophas HeonpeieieHnocms; moou-

PUUUPOBAHHBIT MEMOOD HAUMEHDUUT KEAOPAMOE; NPUEMHUK TPAMO20 NPEodPA308AHUS.
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