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This paper describes a software package for numerical modelling of the structure of
unsteady flows of multicomponent reacting gas with graphic and informational components
for resource-intensive phases of computational experiments support. Simulation of the
"fine structure" of unsteady flows is achieved because the calculation is carried out at
substantially irregular mobile computational mesh, including the fact that the trajectories
of strong and weak discontinuities, the parameters of which are calculated by special
grid-characteristic algorithms, serve as computational knots; herewith all the gridline
intersections are calculated precisely. The designed software package can be used to solve
the problems of reacting gas dynamic, which may have practical significance, as well as to
illustrate academic courses in physical gas dynamics.

Keywords: informational support of gas dynamics problems; informational technologies,
grid-characteristic method.

Introduction

The complexity of the scientific problems, which are solved by the methods of physical
and mathematical modelling, and the growing demands to the precision of their solution
lead to a significant growth in the amount of data processed during computational
experiments. Conducting of the mathematical calculations serves as an alternative and
an addition to the physical experiment, allows to reveal the detailed structure of the
process which is physically impossible to observe during the experimental research,
saves a considerable amount of money and time for conducting natural experiments by
anticipating, considerably facilitating and sometimes completely substituting them.

The application area of the created software product is physical gas dynamics. The
basis of this work consists of the methods of high precision and efficiency allowing to
simulate the gas flow with physical and chemical transformations considering the presence
of strong discontinuities (blast waves, contact discontinuities) in the area of the flow.
Such flows of the multicomponent reacting gas are realized in many modern technological
devices and promising power plants. The solution of multiple tasks, such as, for example,
modelling the combustion and detonation processes, demands a considerable amount of
computational resources, which now can be provided only by highly productive computing
facilities, represented by multiprocessor systems. The major amount of time in these
calculations is spent on simulation of the processes connected to the course of chemical

94 Bulletin of the South Ural State University. Ser. Mathematical Modelling, Programming
& Computer Software (Bulletin SUSU MMCS), 2016, vol. 9, no. 3, pp. 94-104



[MTPOTPAMMUWPOBAHUE

reactions; meanwhile, the need of computing resources is growing with the increase
in the number of components and the number of reactions describing an investigated
phenomenon. A principally nonlinear structure of the problems under investigation leads
to emerging peculiarities of the solution even if the initial data is smooth, and the desire
to investigate the fine structure of unsteady flows of multicomponent reacting gas requires
conducting the numerical calculations in detailed differential grids both in time and in
space.

Everything mentioned before explains high demands to the sources employed and
confirms the urgency to develop a software package with a developed system of graphic and
informational support combining the stages of preparation, conducting and maintenance
of calculations as well as the necessary means of visualization and analysis of the obtained
results. These service components are supposed to facilitate the scholars” duties concerning
the setting of the initial data, choosing and comparing/contrasting thermodynamic and
kinetic data models, as well as monitoring the computational process.

The elaborated procedure of the numerical modelling can be used to solve the problems
of reacting gas dynamics, which have practical significance, and serve as an illustration to
the academic courses of physical gas dynamics. This article considers the computational
algorithm and the package of software tools for simulating the fine structure of unsteady
flows of the multicomponent reacting gas, provides a structure of the package, a description
of some of its elements and examples.

1. Mathematical Model

Despite the development of the multidimensional methods of simulation, one-
dimensional models still remain important. Specifically, by comparing numerical and
experimental results, they allow to verify the models describing unsteady process of
chemical transformations in the gas stage, prepare initial data for multidimensional
calculation, conduct full-scale engineering calculations for designing real promising power
plants.

Quasi-one-dimensional unsteady flow of the reacting gas in the areas of an
uninterrupted flow may be described by a system of partial differential equations, written
in its characteristic appearance [1]:

dx 1 dnF N poeq—e,p
— =uxa: dut—dp=E|ua +Z 2%T 2w | dt =0,
dt pa dz —'p a(eTpp—eppT)

dr
dt
Here, p, u, p, e, h, a stand for density, velocity, pressure, specific internal energy and gas
enthalpy, sound velocity, respectively; v; is the mol-mass concentration, N is the amount of
the components considered, W is the velocity of the formation of the i-th component in the
unit of volume as a result of chemical reactions, F'(x) is the relation of cross-sectional area
from longitudinal coordinate. Lower indexes "T", "P", "~;" define partial differentiation
with respect to the parameter. The influence of the effects of viscosity, thermal conductivity
and diffusion is neglected.
When crossing the blast wave and the contact discontinuity, Rankine — Hugoniot
relations, which are the consequence of integral conservation laws, are performed. These

1 1
u: dh——-dp=0, dy,—-W;dt=0, +=1,...,N.
P P
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relations may be written as follows [1]:
pr(D —ur) = pr(D — ug),
pL+ pu(D —up)® = pr + pr(D — ug)?,

D= w) (1 + M) ~ pulD = ) (1 +

5 (D—UR)2> .

2

Parameters on the left and on the right of the gap are indicated with the indexes "L" and
"R" respectively. In case of a blast wave: D is a velocity of the wave, the concentrations
at the transition through the blast wave remain unchanged: vr; = vg;. In case of a contact
discontinuity: D = uy, = uy ; thus, p;, = pg, the change of the other units is arbitrary.

Thermodynamic properties of the reacting gas are described by the model of the
multicomponent paragon gas under the assumptions about the equilibrium occupancy of
energy levels, corresponding to all the inner degrees of freedom of molecules and atoms
[2]. In this case, Gibbs’ thermodynamic potential has the following form:

G(p. T.7) = 3 wlRT Wn(pyi/po ) + GI(T))

j=1

Here, po is standard pressure, GY(T) is the temperature part of standard molar
Gibbs potentials of separate components [2|. Reference in literature gives polynomial
approximative formulae for reduced standard potential ®?(T), connected with GY(T)
through the formula:

GY(T) = ApHY(Ty) — [h(Ty) — hY(0)] — TY(T),

where h?(0) is the standard enthalpy h(T') at absolute zero, hY(Tp) is the standard enthalpy
h(T) at Ty = 298,15 K. For assigning ®Y(z) (z = 107*T), we use in our research the same
polynomials as in the reference book [2]:

V() = o + o In(x) + p_2x™> + 0127 + P12 + pax® + p32°.

Here, i, k = In,—2,...,3 are the numerical coefficients, individual for each substance.
Other thermodynamic values used in mathematic modelling are expressed through Gibbs
potential and its partial derivatives. In case of voluntary mechanism from N, reversible
chemical reactions of the forms [3, 4]:

X

N N
S UMY 0 Myr=1,2,..,N,
=1

=1
() =) 20 T e a 155
Wi = Z(vz - 71 ) H(PVJ H PY5) :
r=1 7=1

Here, M; is a symbol of substance i, ?Z are stoichiometric coefficients, the velocity

—(r) ()
constants of direct Kk and reverse '  reactions are connected through the equilibrium
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constant |[2-5|. For the approximation of temperature dependence on velocity constants of
direct reactions, we use the generalized Arrhenius formula [3]:

K (T) = AT" exp <—%> .

A, n, E are some constants, individual for each reaction. The choice of the velocity
constant in reverse direction depends on whether the reaction is reversible or not. In
case of reversible reaction the velocity constant may be chosen through the equilibrium
constant as well as by the Arrhenius formula.

2. Informational Demands of the Subject Area and the Problems
of Data Modelling

Developing informational support for resourse-demanding problems of gas dynamics
presumes active use of database technologies for storage, manipulation, analytical and
graphical processing of significant numeric content [6].

The mathematical model defines a set of requirements to a software package under
development. The employed model of thermodynamics and chemical kinetics sets the
structure of database of thermodynamic properties of substances and chemical reactions. In
particular, every substance is defined by a number of individual qualities, such as molecular
weight, the matrix of its structure, formation enthalpy and polynomial coefficients of Gibbs
potential for corresponding temperature range (in real calculations there are usually no
more than two of them) and so on. To describe a chemical reaction it is necessary to
know the patterns of its course in time. For approximation of the temperature dependence
on velocity constants of direct reactions we use the generalized Arrhenius formula. In
this model only the third(or less)-order reactions are considered [3-5], the velocity of
each passing reaction may be described by several A, n, E' combinations from different
reference sources. The velocity of the reverse reaction, depending on the mechanism, may
be calculated from the equilibrium condition [2, 5|, as well as by the Arrhenius formula.

To illustrate this, we will examine, for example, Riemann problem in the channel closed
on both sides [7-10]. This problem investigated the modes of the expansion of a shock
wave, formed in result of the decomposition of a discontinuity on the boundary of high-
and low-pressure chambers. The parameters of the high-pressure chamber (0 <z < 0,5),
filled with helium: Typc = 3000 K, pressure Pypc = 10° Pa. The low-pressure chamber
(0,5 < =z < 1) was filled with stoichiometric hydrogen-aerial mixture with
Pipc = 101325 Pa, Tipc = 298,15 K, combustion products of which included 7 components
(Hg, OH, H50, O, Ny, H, O). When modelling processes in the low-pressure chamber,
chemical transformations may be taken into account. Modern mechanisms of hydrogen
combustion in the air include from 8 to 50 reversible stages [3-5|. The particular feature of
this problem is that the chambers are filled with gases with different characteristics, and
there are different physical and chemical processes passing in them.

On the Fig. 1 there is a time-base sweep of the flow, from which it may be seen
that in a result of the decomposition of a discontinuity the shock wave and the contact
discontinuity spread to the right, while the ring of a rarefaction wave spreads to the left.
During the reporting period shock waves (bold solid lines), contact discontinuities (solid
line) and characteristics (big dotted line with points) repeatedly interact with each other
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and with the closed ends of the channel. Gas trajectories (small dotted line) are used as
additional field nodes. From the time-base sweep it is evident how the gas accelerates and
changes its course, how the shock waves reverberate from the walls and interact with each
other, forming additional shock waves and characteristics.

It is necessary to notice here that the methods, used in modelling, with allocation of
all discontinuities, leads to a non-standard format of output data and, as a consequence,
to non-standard ways of its processing and mapping. Special algorithms process all the
intersections of grid lines, which come out to a precise coordinate, and it needs to be
executed correctly in the process of visualization. The visualization system must possess
the full set of facilities of standard graphic systems for preparing high-quality graphics for
colored and black-and-white publications: line styles, axes inscriptions, axes layout and so
on.

tc

Fig. 1. Time-base sweep: shock wave — bold solid line, contact discontinuity — thin solid
line, characteristics — large dotted line with points, gas trajectory — small dotted line

It is necessary to concentrate the solution of these problems within the centralized
control of the data and the computational modules, which provides the connection between
the user and the package as a whole (interface component), as well as between separate
subsystems inside the package (stream component). The description of the evolved data
classes allows to specify their semantic content, to set necessary connections and to form
submodels. Metadata is necessary to develop an invariant (conceptual) plan of the package
database, steady to external presentation.

3. Computational Algorithm

To solve the system of equations given in section 1, we use in this work the grid-
characteristic method, described in details in |7-10]. The method is marching in time,
which coincides with the concept of geometric parallelism because the layer is a loosely
coupled group, which may be decomposed into sublayers. However, it is necessary to
consider the peculiarities of this method when parallelizing: supporting points, the number
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of which is variable, may be situated not only in the previous layer, but also on the
extracted discontinuities; new points may appear on the layer in the calculation process
and the intersection of grid lines may be realized.

For parallelizing, we employed the MPI (Message Passing Interface) standard. This
interface standard is the most widely used for data exchange in parallel programming.
The idea of the parallel algorithm is that the calculation of the points of a new temporal
required level is conducted simultaneously. Each process must calculate new points so that
the processes were independent, if possible. To provide the independence of the processes,
the following rules were employed:

1. The previous calculating level is divided into subgroups, the number of which must
be equal to a number of available processes.

2. The point of the discontinuous type (shock wave, contact discontinuity) cannot be
placed on the boundary of a subgroup. These points should not be situated closer than
three points of the indissoluble type (gas trajectory, wall, fixed point, characteristic point)
from the boundary. As a result, the number of points in the groups is different.

We can denote the following objects that are necessary for the points computing
process, working simultaneously: a group of points from the previous level, information
about the number of levels, march in time, the number of fragmentation points, the number
of calculated points and the information about whether the march fragmentation was
executed or not. Unfortunately, all the parameters except for the group of points of the
previous layer and the march in time are dynamic. As a result, it is necessary to inform
the processes about the change in these parameters after the calculation of each point.
This peculiarity affects substantially the efficiency of the algorithm.

Thus, the algorithm for the calculation of the temporal layer includes the following
stages:

1. Form groups of points from the previous layer according to the rules mentioned
earlier.

2. Send the objects necessary for calculation to all the processes.

3. Synchronize the mentioned dynamic parameters with the other processes after the
calculation of each point of the process.

4. After all the processes finish the calculation of their group, combine the results
obtained in the new layer in time.

4. The Architecture of the Complex

Basing on the analysis of the subject area peculiarities, we developed a structure of
the system of informational support of the problems of physical gas dynamics (Fig. 2).

Mention the main characteristics of the system:

1. The user has the opportunity of offline editing of the database of thermodynamic
characteristics and chemical reactions to modify the stored information as well as to
create concerted "mixtures" and "kinetic mechanisms", which may be used for further
calculations.

2. The interface of configurations editing and computational module launching
provides the initial data setting for numerical modelling, which include: the configuration
of computational area and boundary conditions; dividing of the computational area
into subareas with different initial gas-dynamic values, thermodynamic characteristics
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and passing physical processes, controlling parameters for the computational module;
characteristics of the employed methods of numerical modelling. There is a provided
opportunity to store standard problems and configurations. The interface provides an
access to a database of the results of numerical modelling, a revision of the results and, if
necessary, a restart of computational module.

3. The databases for storage of the results of calculations have a dynamic structure
that provides the storage of the results of the calculation of the problems, which may have
a completely different structure of output data. To achieve this, we developed a format of
the configuration file with the results (including the description of stored physical values),
according to which a corresponding element of the database is formed. The database
provides storage, import and export of graphic and textual material of the user connected
to the conducted calculation.

4. The calculation of visualization subsystem takes into account the specific character
of each problem. Namely: hyperbolicity of the problem -— the number of steps in marching
variable usually surpasses substantially (by many orders) the number of cells of differential
grid; there are different types of grid lines, the number of grid lines is variable — they may
appear and disappear; the number of the visualized parameters is variable. The following
types of graphs are realized: parametrization (functions of parameters) with arbitrary
(present in the file with results) value of marching variable; change of arbitrary parameter
(or set of parameters) along the arbitrary grid line and with a fixed value of non-marching
variable, "temporal" sweep of the process. For vivid presentation of the results, the function
of grid lines subsampling is realized. The visualization subsystem allows both colored and
black-and-white form of graphic material presentation and provides the export of data.

5. The users function within informational system with different access permissions,
controlled by the system administrator, and these access permissions may vary
substantially when operating on different elements of the system. For example, the
modification of the database of the thermodynamic characteristics of the substances is
available only for privileged users.

The purpose of general interface is to combine all modules of the programming complex
in one application to provide the user with fast access to any of them. Within the united
user interface, the user can proceed to one of three specific interfaces: gas mixtures
and kinetic mechanisms editing interface, computational module interface and results
visualization interface. The work with configuration editing interface starts with opening
an xml-file of the project, which describes available gas mixtures and kinetic mechanisms.
The user will have a list with a short description of all mixtures, which have been tested.
The line will be colored in red if the file with the mixture does not exist or is impossible to
open. Yellow color signifies that the file is empty or does not contain necessary marking.
Green color tells that the file is analyzed successfully. After the mixture is chosen, the user
will be suggested to choose the file with kinetic mechanisms related to the chosen mixture.
When both files with settings are chosen, the configuration editing form for calculation
launching will be available.

For initial data setting we created a specialize interface. The type of the problems under
solution presupposes a piecewise continuous character of the flow parameters distribution
in calculation area in the initial moment of time, which allows to set calculation area in
the form of special points and subareas, which boundaries are marked with these points,
and then to define the parameters of the flow in each of subareas. The user creates a list
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Fig. 2. The architecture of the complex

of special points, sets the type of each point, its coordinate and velocity. Then the user
describes the parameters of subareas. The following types of special points are provided:
"entrance boundary", "exit boundary", "combustion chamber", "exit to the atmosphere",
"left wall", "right wall", "decomposition of the discontinuity", "extreme characteristic of
the wave ring", "fixed point", "shock wave". The description of a subarea includes:

1) flow parameters (pressure, velocity, temperature);

2) field point type (characteristic (C,,C_,Cyp), wall, contact discontinuity, shock wave,
gas trajectory, characteristic of discontinuity, field fixed point);

3) the number of points of division in the area;

4) the strategy of the filling of the subarea with the knots of differential grid (slide
knots or fixed knots);

5) type of gas (inert, reacting, equilibrium reacting); 6) ratio of mixture (for each
subarea different ratio is possible. The program connects to a database and receives a list
of all set chemical mixtures. The user chooses the type of the mixture and sets a molar
fraction of each substance in the mixture).

Besides the setting of the computational area, there is an opportunity to set controlling
parameters for computation:

1) launching type (from the beginning or from a control point);

2) interpolation type (linear or quadratic);

3) frequency of dropping of the control layer to the file;

4) frequency of dropping of the layers to graphic files;

5) type of problem (about the piston, decomposition of discontinuity in the closed
area, about the denotation wave, etc.).
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For storage, retrieval and preliminary processing of numerical results of the
computation a rather fast built-in relational partitioned database SQLite is used.
HandIndex and Parameters relations limit the table workspace. Every sequence in
HandIndex contains information about a computation layer (point ID, time, marching
in time). Parametric detalisation of the stored point (coordinate, pressure, temperature
and so on) are contained in corresponding (1 : N) sequences of Parameters. The absence
of reading block allows the visualization module to detune the graphics at any stage of
computation.

Visualization interface allows the user to assign the settings of graph drawing or choose
among those created before. When launching the interface, a number of queries to a base
are executed to receive general information about its content, namely a list with types of
points for the first-type graph, a list of times of the layers for the second graph and a list
of points coordinates for the third.

Graph visualization module is a specially developed application that implements
the main opportunities for representing two-dimensional graphs. The application was
developed in C++, OpenGL specification was chosen as a graphic library. Graphic library
development from scratch allows to enlarge the functional and to insert the opportunities
that cannot be achieved by standard means of drawing. One of such opportunities is
filtration or rarefication of the represented lines. The filtration partially throws away
a part of a represented graph, so that the user could discern separate lines. One more
characteristic feature of the visualization module is a built-in command line that makes
it possible to measure the parameters of graph representation, such as size and color of
the represented lines, axes inscriptions, the frequency of grid lines, filtration parameters.
There is also an opportunity to save the current graph in a standard raster picture format

(Fig. 1).

Conclusion

This work describes a software package for numerical simulation of quasi-one-
dimensional non-steady flows of reacting gas, including informational support and
visualization subsystems. The specific feature of the developed package is its pronounced
module structure, it contains four weakly dependent components: the database containing
thermodynamic and kinetic data, computational module with human-system interface,
database for storage of the results of numerical simulation, results visualization system. All
the components of the package may function independently and may be used by different
software products. The further development of the software product may imply including
additional modules for calculation of steady and non-steady flows of multi-component gas
mixtures to the computational outline, as well as adding a subsystem for conducting and
controlling educational laboratory works in physical and gas dynamics.
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ITPOT'PAMMHBIN KOMIIJIEKC AJ1d MOJEJINPOBAHIUA
HECTAIIMMOHAPHEIX TEUYEHUII PEATUPVYIOIIIETO T'A3A
B KAHAJIAX

B.FO. I'udacnos, B.K. I'oaybes, H.C. Cesepura

OnuceiBaeTcss KOMILIEKC IIPOrPAMMHBIX CPEACTB YUCIEHHOIO MOIEIMPOBAHUS TOHKOM
CTPYKTYPbl HECTAIMOHAPHBIX TEYCHWH MHOIOKOMIOHEHTHOI'O DPEATMPYIOMIETO Ta3a ¢ Ipa-
puuecknMu 1 UHEGHOPMAITMOHHBIMU KOMTIOHEHTAMY TIOAIEPIKKU PECYPCOEMKUX DTATIOB BhI-
YUCTUTENIBHBIX 9KCIEPUMEHTOB. MojeIMpoBaHie <TOHKOH CTPYKTYDPBI> HECTAIHOHAPHOTO
TEUEHUsT JOCTUTAETCA 33 CUYET TOrO, YTO PACYET BEJETCs Ha CYIIECTBEHHO HEeperyJspHOM
IIOJBMKHON PA3HOCTHOHM CETKe, B TOM YHCJIE€ PACYETHHIME y3JIAMH SABJIAIOTCH TPACKTOPHUH
CHJIBHBIX M CHA0BIX Pa3pBIBOB, MAPAMETPHI B KOTOPBIX PACCIYATHIBAIOTCA IO CIEIHAAJIBHBIM
CETOYHO-XAPAKTEPUCTUICCKAM AJIPOPUTMAM, IIPH 3TOM TOYHO PACCUYUTHIBAIOTCA BCE IEPeCce-
YEHUS CETOYHLIX JMHMHA. PazpaboTaHHblil KOMILIEKC IPOrpaMM MOXKET UCIOIL30BATLCS IS
pelenust 337029 JUHAMUKY PEArupyIOIero ra3a, UMEIOINX TPUKJIIHOEe 3HAYEHHE, 8 TaKKe
B KQUECTBE UJUTIOCTPATOPA yIeOHBIX KYPCOB 1O (DU3UIECKON ra30BOH TUHAMUKE.

Karoueevie cao6a: wHPOPMAUUOHHGS N0OJepIHCKG 36004 26306801 OUHAMUKY, UHBOPMaG-
YUOHHBLE METHOAORUY; CEMOUHO-TapaKmepucmuueckul memod.

Paboma ewvinoanena npu wacmuunoti noddepocrke Toczadanus KIT Ne 721 v PODU

(npoexm N 15-01-07964)
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