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#### Abstract

In this paper mathematical model described by a generalized third boundary value problem for the homogeneous biharmonic equation in the unit ball with boundary operators up to the third order containing normal derivatives and Laplacian is investigated. Particular cases of the considered mathematical model are the classical models described by Dirichlet, Riquier, and Robin problems, and the Steklov spectral problem, as well as many other mathematical models generated by these boundary conditions. Two existence theorems for the solution of the problem are proved. Existence conditions are obtained in the form of orthogonality on the boundary of some linear combination of boundary functions to homogeneous harmonic polynomials of a particular order. The obtained results are illustrated by some special cases of the general problem.
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## Introduction

A significant number of mathematical models in physics and engineering lead to partial differential equations. The steady processes of various physical nature are described by the partial differential equations of elliptic type. One of the important special cases of fourth order elliptic equations is the biharmonic equation $\Delta^{2} u(x)=f(x)$.

Investigation of mathematical models of problems of the plane deformation of the elasticity theory in many cases is reduced to integration of the biharmonic equation with the appropriate boundary conditions and under some uniqueness conditions for the unknown function.

Moreover investigation of many mathematical models of continuum mechanics are reduced to solving the harmonic and biharmonic equations. However the convenient analytical expressions for the solutions are obtained only for the certain domains of particular forms. Application of biharmonic problems in mathematical models of mechanics and physics can be found in the numerous scientific investigations (see, for example, [1-3]).

Multiple applications of boundary value problems for the biharmonic equation in mathematical models of mechanics and physics encourage investigation of various formulations of boundary value problems for the biharmonic equation. The class of biharmonic functions includes a class of harmonic functions and is a subclass of polyharmonic functions. One of the first important works on the biharmonic equation is the article by Almansi [4]. Following this work, there was a big interest in studying of boundary value problems for the biharmonic equation (see [5-7]).

The Dirichlet problem (see [8]) is a well known boundary value problem for biharmonic equation. In recent years other types of boundary value problems for the biharmonic
equation, such as the problems by Riquier (see [9]), by Neumann (see [10-12]), by Robin and etc are actively studied. In the spectral theory the Steklov spectral problem is of some interest.

The present paper is organized as follows. In Section 1 for the biharmonic equation in the unit ball a boundary value problem (1) - (2) with the boundary conditions of general type, called by us as a generalized third boundary value problem is formulated. Particular cases of the problem are considered in Section 4. In Section 2, namely in Theorem 2, the conditions of unconditional solvability of the problem for the homogeneous biharmonic equation are found. These conditions coincide with the conditions of uniqueness from Theorem 1. In Theorem 3 of Section 3 the case, when the conditions of Theorem 2 are not fulfilled, but a solution of the considered problem still exists, are obtained.

## 1. Statement of a Problem

Let $S=\left\{x \in \mathbb{R}^{n}:|x|<1\right\}$ be an $n$-dimensional unit ball in the Euclidean space $\mathbb{R}^{n}$ with the norm $|x|=\sqrt{x_{1}^{2}+x_{2}^{2}+\ldots+x_{n}^{2}}$, and $\partial S=\left\{x \in \mathbb{R}^{n}:|x|=1\right\}$ be an unit sphere. In $S$ we consider the following boundary value problem for the biharmonic equation

$$
\begin{gather*}
\Delta^{2} u=f(x), \quad x \in S,  \tag{1}\\
a_{00} u+a_{01} \frac{\partial}{\partial \nu} u+\left.a_{02} \Delta u\right|_{\partial S}=\varphi_{1}(s), \quad s \in \partial S,  \tag{2}\\
a_{11} \frac{\partial}{\partial \nu} u+a_{12} \Delta u+\left.a_{13} \frac{\partial}{\partial \nu} \Delta u\right|_{\partial S}=\varphi_{2}(s), \quad s \in \partial S,
\end{gather*}
$$

where $\frac{\partial}{\partial \nu}$ is the outside normal derivative, $a_{0 j}$ and $a_{1 j}$ where $j=1,2,3$ are real constants, and $f(x), \varphi_{1}(x), \varphi_{2}(x)$ are defined function, smoothness of which will be given below. As a solution of problem (1) - (2) we consider a biharmonic in $S$ function $u(x)$ from the class $u \in C^{4}(S) \cap C^{3}(\bar{S})$ which satisfies on $\partial S$ conditions (2).

Problem (1) - (2) generalizes the known Dirichlet problem $\left(a_{00} \neq 0, a_{11} \neq 0\right.$, and all other coefficients are zero), Riquier problem ( $a_{00} \neq 0, a_{12} \neq 0$, and all other coefficients are zero), but does not generalize the Neumann boundary value problem. If $a_{00} \neq 0, a_{12}>0$, $a_{11}<0$, and all other coefficients vanish, then conditions (2) coincide with the Steklov conditions [13]. In [14] uniqueness of a solution for (1) - (2) was proved.

Theorem 1. Solution of problem (1) - (2) is unique if and only if the following polynomial

$$
\Delta(\lambda)=\left|\begin{array}{cc}
a_{00}+a_{01} \lambda & 2 a_{01}+(2 n+4 \lambda) a_{02} \\
\lambda a_{11} & 2 a_{11}+(2 n+4 \lambda) a_{12}+\lambda(2 n+4 \lambda) a_{13}
\end{array}\right|
$$

has no roots in $\mathbb{N}_{0}=\mathbb{N} \cup\{0\}$. If $\Delta(m)=0$, then the homogeneous problem (1) - (2) has a solution

$$
u(x)=\left(C_{2}|x|^{2}+C_{1}-C_{2}\right) H_{m}(x),
$$

where $H_{m}(x)$ is an arbitrary homogeneous harmonic polynomial of degree $m$, and the constants $C_{1}, C_{2}$ are found from the system of algebraic equations

$$
\left(\begin{array}{cc}
a_{00}+m a_{01} & 2 a_{01}+(2 n+4 m) a_{02}  \tag{3}\\
m a_{11} & 2 a_{11}+(2 n+4 m) a_{12}+m(2 n+4 m) a_{13}
\end{array}\right)\binom{C_{1}}{C_{2}}=0
$$

## 2. Unconditional Existence of a Solution

One auxiliary assertion in which harmonic functions from the Almansi representation are explicitly defined can be easily proved.
Lemma 1. Let $u(x)$ be a biharmonic function in $S$, then the following functions

$$
\begin{equation*}
u_{0}(x)=u(x)-\frac{|x|^{2}}{2} \int_{0}^{1} t^{n-1} \Delta u\left(t^{2} x\right) d t, \quad u_{1}(x)=\frac{1}{2} \int_{0}^{1} t^{n-1} \Delta u\left(t^{2} x\right) d t \tag{4}
\end{equation*}
$$

are harmonic in $S$ and such that the Almansi representation $u(x)=u_{0}(x)+|x|^{2} u_{1}(x)$ holds in $S$.

Theorem 2. Solution of the problem

$$
\begin{gather*}
\Delta^{2} u=0, \quad x \in S,  \tag{5}\\
a_{00} u+a_{01} \frac{\partial}{\partial \nu} u+\left.a_{02} \Delta u\right|_{\partial S}=\varphi_{1}(s), \quad x \in \partial S, \\
a_{11} \frac{\partial}{\partial \nu} u+a_{12} \Delta u+\left.a_{13} \frac{\partial}{\partial \nu} \Delta u\right|_{\partial S}=\varphi_{2}(s), \quad x \in \partial S, \tag{6}
\end{gather*}
$$

from the class $u \in C^{3}(\bar{S})$ for arbitrary functions $\varphi_{1} \in C^{2}(\partial S)$ and $\varphi_{2} \in C^{1}(\partial S)$ exist, if and only if the polynomial

$$
\Delta(\lambda)=\left|\begin{array}{cc}
a_{00}+a_{01} \lambda & 2 a_{01}+(2 n+4 \lambda) a_{02} \\
a_{11} \lambda & 2 a_{11}+(2 n+4 \lambda) a_{12}+\lambda(2 n+4 \lambda) a_{13}
\end{array}\right|
$$

has no roots in $\mathbb{N}_{0}$.
Proof. Consider the harmonic in $S$ functions $v_{1}(x)$ and $v_{2}(x)$ such that for them the equalities

$$
\left.v_{1}(x)\right|_{\partial S}=\varphi_{1}(s), \quad s \in \partial S,\left.\quad v_{2}(x)\right|_{\partial S}=\varphi_{2}(s), \quad s \in \partial S
$$

hold, i.e. $v_{1}(x)$ and $v_{2}(x)$ are solutions of the Dirichlet problem for the Laplace equation in $S$. By Lemma 1 for the biharmonic function $u(x)$ the Almansi representation holds. Let us find the functions $u_{0}(x)$ and $u_{1}(x)$ under which the biharmonic function $u(x)=u_{0}(x)+|x|^{2} u_{1}(x)$ is a solution of (5) - (6). Consider the operators $L_{1}$ and $L_{2}$ from the Theorem 1 . Then, because of equality

$$
\Delta\left(|x|^{2} v(x)\right)=(2 n+4 \Lambda) v(x)
$$

we have

$$
\begin{aligned}
& L_{1} u=L_{1}\left(u_{0}(x)+|x|^{2} u_{1}(x)\right)=a_{00} u+a_{01} \Lambda u+a_{02}(2 n+4 \Lambda) u_{1}, \\
& L_{2} u=L_{2}\left(u_{0}(x)+|x|^{2} u_{1}(x)\right)=a_{11} \Lambda u+a_{12}(2 n+4 \Lambda) u_{1}+a_{13} \Lambda(2 n+4 \Lambda) u_{1} .
\end{aligned}
$$

Taking the limit as $x \rightarrow s \in \partial S$, as in Theorem 1, we obtain

$$
\begin{align*}
& a_{00}\left(u_{0}+u_{1}\right)+a_{01}\left(\Lambda u_{0}+(\Lambda+2) u_{1}\right)+a_{02}(2 n+4 \Lambda) u_{1}=\varphi_{1}(s) \\
& a_{11}\left(\Lambda u_{0}+(\Lambda+2) u_{1}\right)+a_{12}(2 n+4 \Lambda) u_{1}+a_{13} \Lambda(2 n+4 \Lambda) u_{1}=\varphi_{2}(s) \tag{7}
\end{align*}
$$

By the uniqueness of the Dirichlet problem solution for the Laplace equation in $S$, we conclude that equalities (7) can be extended to $S$

$$
\begin{aligned}
& a_{00}\left(u_{0}+u_{1}\right)+a_{01}\left(\Lambda u_{0}+(\Lambda+2) u_{1}\right)+a_{02}(2 n+4 \Lambda) u_{1}=v_{1}(x) \\
& a_{11}\left(\Lambda u_{0}+(\Lambda+2) u_{1}\right)+a_{12}(2 n+4 \Lambda) u_{1}+a_{13} \Lambda(2 n+4 \Lambda) u_{1}=v_{2}(x)
\end{aligned}
$$

because by the properties of the operator $\Lambda$ the functions on the left-hand side in the last equalities are harmonic in $S$. We rewrite the resulting equations in the matrix form

$$
\left(\begin{array}{cc}
a_{00}+a_{01} \Lambda & a_{00}+(\Lambda+2) a_{01}+(2 n+4 \Lambda) a_{02}  \tag{8}\\
a_{11} \Lambda & (\Lambda+2) a_{11}+(2 n+4 \Lambda)\left(a_{12}+\Lambda a_{13}\right)
\end{array}\right)\binom{u_{0}}{u_{1}}=\binom{v_{1}}{v_{2}}
$$

Equation (8) is a system of differential equations in harmonic functions in $S$. Let us show that (8) holds also in $\bar{S}$. By the theorem's condition we have $u(x) \in C^{3}(\bar{S})$, then according to formulas (4) we obtain $u_{0}(x), u_{1}(x) \in C^{1}(\bar{S})$. Taking into account that $\Lambda u_{1}=\frac{1}{4} \Delta u-\frac{n}{2} u_{1}$ (see Lemma 1) we obtain $\Lambda u_{1}(x) \in C^{1}(\bar{S})$. However, because $u_{0}(x) \in C^{1}(\bar{S})$ and $\Lambda u_{1}(x) \in C^{1}(\bar{S})$ equation (8) is fulfilled in $\bar{S}$. So, from the above reasoning we can conclude that if the function $u(x)=u_{0}(x)+|x|^{2} u_{1}(x) \in C^{3}(\bar{S})$ is a solution of the problem (5) - (6), then harmonic functions $u_{0}(x)$ and $u_{1}(x)$ satisfy (8) in $\bar{S}$.

Converse assertion also holds, i.e. if the harmonic functions $u_{0}(x) \in C^{1}(\bar{S})$ and $u_{1}(x) \in C^{1}(\bar{S}), \Lambda u_{1}(x) \in C^{1}(\bar{S})$ satisfy (8) in $\bar{S}$, then they satisfy (7), and therefore the function $u(x)=u_{0}(x)+|x|^{2} u_{1}(x)$ is a solution of (5) - (6). Since $\Delta u(x)=(2 n+4 \Lambda) u_{1}(x)$, then $u(x) \in C^{3}(\bar{S})$. Thus, problem (5) - (6) and equation (8) in $\bar{S}$ are equivalent.

Consider the following matrix

$$
A(\lambda)=\left(\begin{array}{cc}
a_{00}+a_{01} \lambda & a_{00}+(\lambda+2) a_{01}+(2 n+4 \lambda) a_{02} \\
a_{11} \lambda & (\lambda+2) a_{11}+(2 n+4 \lambda) a_{12}+\lambda(2 n+4 \lambda) a_{13}
\end{array}\right)
$$

depending on a parameter $\lambda \in \mathbb{R}$. It is easy to see that $\operatorname{det} A(\lambda)=\Delta(\lambda)$ and $\operatorname{deg} \operatorname{det} A(\lambda)=3$. Therefore, under the conditions of the theorem the matrix $A(\lambda)$ is nonsingular for $\lambda \in \mathbb{N}_{0}$. System (8) can be written in the form

$$
\begin{equation*}
A(\Lambda) U(x)=V(x), \quad x \in \bar{S} \tag{9}
\end{equation*}
$$

where $U=\binom{u_{0}}{u_{1}}$ and $V=\binom{v_{1}}{v_{2}}$. We expand the polynomial $\operatorname{det} A(\lambda)$

$$
\operatorname{det} A(\lambda)=\Delta(\lambda)=c\left(\lambda-\lambda_{1}\right)\left(\lambda-\lambda_{2}\right)\left(\lambda-\lambda_{3}\right),
$$

where $\lambda_{i} \in \mathbb{C}, i=1,2,3$ are the roots of the polynomial $\Delta(\lambda)$.

1) Let all the roots $\lambda_{i}$ of the polynomial $\Delta(\lambda)$ be different. It is well known that in this case

$$
\frac{1}{\Delta(\lambda)}=\frac{b_{1}}{\lambda-\lambda_{1}}+\frac{b_{2}}{\lambda-\lambda_{2}}+\frac{b_{3}}{\lambda-\lambda_{3}},
$$

where $b_{i} \in \mathbb{R}$. The inverse matrix $A^{-1}(\lambda)$ to $A(\lambda)$ has the form $A^{-1}(\lambda)=\frac{1}{\Delta(\lambda)} A^{*}(\lambda)$, where

$$
A^{*}(\lambda)=\left(\begin{array}{cc}
(\lambda+2) a_{11}+(2 n+4 \lambda)\left(a_{12}+\lambda a_{13}\right) & -a_{00}-(\lambda+2) a_{01}-(2 n+4 \lambda) a_{02} \\
-a_{11} \lambda & a_{00}+a_{01} \lambda
\end{array}\right) .
$$

Consider the following operators depending on the roots $\lambda_{i}$ (see [16])

$$
M_{i}(\Lambda) v(x)=\int_{0}^{1} t^{-\lambda_{i}-1} v(t x) d t
$$

where $i=1,2,3$. If $\lim _{t \rightarrow 0} t^{-\lambda_{i}} w(t x)=0$, then it is easy to see that for a differentiable function $w(x)$ the following equalities hold

$$
\begin{gather*}
\left(\Lambda-\lambda_{i}\right) M_{i}(\Lambda) w=\left(\Lambda-\lambda_{i}\right) \int_{0}^{1} t^{-\lambda_{i}-1} w(t x) d t=-\lambda_{i} \int_{0}^{1} t^{-\lambda_{i}-1} w(t x) d t+ \\
+\int_{0}^{1} t^{-\lambda_{i}} \sum_{i=1}^{n} x_{i} w_{x_{i}}(t x) d t=-\lambda_{i} \int_{0}^{1} t^{-\lambda_{i}-1} w(t x) d t+\int_{0}^{1} t^{-\lambda_{i}} w_{t}(t x) d t=  \tag{10}\\
-\lambda_{i} \int_{0}^{1} t^{-\lambda_{i}-1} w(t x) d t+\left.t^{-\lambda_{i}} w(t x)\right|_{0} ^{1}+\lambda_{i} \int_{0}^{1} t^{-\lambda_{i}-1} w(t x) d t=\left.t^{-\lambda_{i}} w(t x)\right|_{0} ^{1}=w(x) .
\end{gather*}
$$

Since the following equalities are true

$$
\begin{gathered}
1=\Delta(\lambda)\left(\frac{b_{1}}{\lambda-\lambda_{1}}+\frac{b_{2}}{\lambda-\lambda_{2}}+\frac{b_{3}}{\lambda-\lambda_{3}}\right)=\frac{b_{1} \Delta(\lambda)}{\lambda-\lambda_{1}}+\frac{b_{2} \Delta(\lambda)}{\lambda-\lambda_{2}}+\frac{b_{3} \Delta(\lambda)}{\lambda-\lambda_{3}}= \\
=c b_{1}\left(\lambda-\lambda_{2}\right)\left(\lambda-\lambda_{3}\right)+c b_{2}\left(\lambda-\lambda_{1}\right)\left(\lambda-\lambda_{3}\right)+c b_{3}\left(\lambda-\lambda_{1}\right)\left(\lambda-\lambda_{2}\right),
\end{gathered}
$$

then for the function $w \in C^{2}(\bar{S})$ such that $\lim _{t \rightarrow 0} t^{-\lambda_{i}} w(t x)=0, \quad i=1,2,3$ we have

$$
\begin{align*}
& \Delta(\Lambda)\left(b_{1} M_{1}(\Lambda)+b_{2} M_{2}(\Lambda)\right.\left.+b_{3} M_{3}(\Lambda)\right) w \\
&+c b_{2}\left(\Lambda-\lambda_{1}\right)\left(\Lambda-\lambda_{2}\right)\left(\Lambda-\lambda_{3}\right)+  \tag{11}\\
&
\end{align*}
$$

Therefore, if the function $V(x)$ satisfies the conditions $\lim _{t \rightarrow 0} t^{-\lambda_{i}} V(t x)=0$, where $i=$ $1,2,3$, then the solution of (9) can be written in the form

$$
\begin{equation*}
U(x)=A^{*}(\Lambda)\left(b_{1} M_{1}(\Lambda)+b_{2} M_{2}(\Lambda)+b_{3} M_{3}(\Lambda)\right) V(x) \tag{12}
\end{equation*}
$$

Indeed, the function $U(x)$, which is found from (12) by virtue of (11) satisfies (9) in $\bar{S}$, i.e.

$$
\begin{gathered}
A(\Lambda) U(x)=A(\Lambda) A^{*}(\Lambda)\left(b_{1} M_{1}(\Lambda)+b_{2} M_{2}(\Lambda)+b_{3} M_{3}(\Lambda)\right) V(x)= \\
=\Delta(\Lambda)\left(b_{1} M_{1}(\Lambda)+b_{2} M_{2}(\Lambda)+b_{3} M_{3}(\Lambda)\right) V(x)=V(x)
\end{gathered}
$$

2) Let two roots of the polynomial $\Delta(\lambda)$ be equal $\lambda_{1}=\lambda_{2}$, i.e. $\Delta(\lambda)=c\left(\lambda-\lambda_{1}\right)^{2}(\lambda-$ $\left.\lambda_{3}\right)$. It is known that in this case $\frac{1}{\Delta(\lambda)}=\frac{b_{1}}{\lambda-\lambda_{1}}+\frac{b_{2}}{\left(\lambda-\lambda_{1}\right)^{2}}+\frac{b_{3}}{\lambda-\lambda_{3}}$, and hence

$$
\begin{align*}
1=\Delta(\lambda)\left(\frac{b_{1}}{\lambda-\lambda_{1}}+\frac{b_{2}}{\left(\lambda-\lambda_{1}\right)^{2}}\right. & \left.+\frac{b_{3}}{\lambda-\lambda_{3}}\right)=\frac{b_{1} \Delta(\lambda)}{\lambda-\lambda_{1}}+\frac{b_{2} \Delta(\lambda)}{\left(\lambda-\lambda_{1}\right)^{2}}+\frac{b_{3} \Delta(\lambda)}{\lambda-\lambda_{3}}= \\
& =c b_{1}\left(\lambda-\lambda_{1}\right)\left(\lambda-\lambda_{3}\right)+c b_{2}\left(\lambda-\lambda_{3}\right)+c b_{3}\left(\lambda-\lambda_{1}\right)^{2} . \tag{13}
\end{align*}
$$

Consider the operator

$$
M_{1}^{(2)}(\Lambda) v(x)=-\int_{0}^{1} \ln t t^{-\lambda_{1}-1} v(t x) d t
$$

It is easy to see that if the function $w(x)$ is differentiable, then the equalities

$$
\left(\Lambda-\lambda_{1}\right) M_{1}^{(2)}(\Lambda) w=M_{1}(\Lambda) w+\left.\ln t t^{-\lambda_{1}} w(t x)\right|_{0} ^{1}=M_{1}(\Lambda) w,
$$

hold and hence $\left(\Lambda-\lambda_{1}\right)^{2} M_{1}^{(2)}(\Lambda) w=w$, if $\lim _{t \rightarrow 0} \ln t t^{-\lambda_{1}} w(t x)=0$. Due to (13) a function $w \in C^{2}(\bar{S})$ such that $\lim _{t \rightarrow 0} \ln t t^{-\lambda_{1}} w(t x)=0$ satisfies the equality

$$
\begin{gathered}
\Delta(\Lambda)\left(b_{1} M_{1}(\Lambda)+b_{2} M_{1}^{(2)}(\Lambda)+b_{3} M_{3}(\Lambda)\right) w= \\
=\left(c b_{1}\left(\Lambda-\lambda_{1}\right)\left(\Lambda-\lambda_{3}\right)+c b_{2}\left(\Lambda-\lambda_{3}\right)+c b_{3}\left(\Lambda-\lambda_{1}\right)^{2}\right) w=1 \cdot w .
\end{gathered}
$$

So, if $\lambda_{1}=\lambda_{2}$ and the function $V(x)$ satisfies the conditions $\lim _{t \rightarrow 0} \ln t t^{-\lambda_{1}} V(t x)=0$ and $\lim _{t \rightarrow 0} t^{-\lambda_{3}} V(t x)=0$, then the solution of (9) can be written as

$$
\begin{equation*}
U(x)=A^{*}(\Lambda)\left(b_{1} M_{1}(\Lambda)+b_{2} M_{1}^{(2)}(\Lambda)+b_{3} M_{3}(\Lambda)\right) V(x) . \tag{14}
\end{equation*}
$$

3) Let the three roots of the polynomial $\Delta(\lambda)$ be equal, i.e. $\Delta(\lambda)=c\left(\lambda-\lambda_{1}\right)^{3}$. We consider the operator

$$
M_{1}^{(3)}(\Lambda) v(x)=\frac{1}{2} \int_{0}^{1} \ln ^{2} t t^{-\lambda_{1}-1} v(t x) d t .
$$

It is easy to see that if the function $w(x)$ is a differentiable one, then we have

$$
\begin{gathered}
\left(\Lambda-\lambda_{1}\right) M_{1}^{(3)}(\Lambda) w=\left(\Lambda-\lambda_{1}\right) \frac{1}{2} \int_{0}^{1} \ln ^{2} t t^{-\lambda_{1}-1} w(t x) d t= \\
=-\frac{\lambda_{1}}{2} \int_{0}^{1} \ln ^{2} t t^{-\lambda_{1}-1} w(t x) d t+\frac{1}{2} \int_{0}^{1} \ln ^{2} t t^{-\lambda_{1}} w_{t}(t x) d t= \\
=-\frac{\lambda_{1}}{2} \int_{0}^{1} \ln ^{2} t t^{-\lambda_{1}-1} w(t x) d t+\left.\frac{1}{2} \ln ^{2} t t^{-\lambda_{1}} w(t x)\right|_{0} ^{1}+\frac{\lambda_{1}}{2} \int_{0}^{1} \ln ^{2} t t^{-\lambda_{1}-1} w(t x) d t- \\
-\int_{0}^{1} \ln t t^{-\lambda_{1}-1} w(t x) d t=M_{1}^{(2)}(\Lambda) w+\left.\frac{1}{2} \ln ^{2} t t^{-\lambda_{1}} w(t x)\right|_{0} ^{1}=M_{1}^{(2)}(\Lambda) w,
\end{gathered}
$$

provided that $\lim _{t \rightarrow 0} \ln ^{2} t t^{-\lambda_{1}} w(t x)=0$. By the above $\left(\Lambda-\lambda_{1}\right)^{3} M_{1}^{(3)}(\Lambda) w=w$, and therefore the solution of (9) in this case can be written in the form

$$
\begin{equation*}
U(x)=\frac{1}{c} A^{*}(\Lambda) M_{1}^{(3)}(\Lambda) V(x) . \tag{15}
\end{equation*}
$$

Next, we find out conditions which must be imposed on the function $V(x)$, so we can use formulas (12), (14) and (15). First, the following limits must be true $\lim _{t \rightarrow 0} t^{-\lambda_{i}} V(t x)=0$, where $i=1,2,3$ for the different roots, or $\lim _{t \rightarrow 0} \ln ^{k} t t^{-\lambda_{1}} V(t x)=0(k=1,2)$ in the case of multiple roots. Second, to ensure that the function $U(x)$ has the necessary smoothness to perform the boundary conditions of the problem, it is necessary that the operator $A^{*}(\Lambda)$ is applicable to the function $V(x)$ in $\bar{S}$. Due to the structure of the operator $A^{*}(\Lambda)$ it is possible if $v_{1} \in C^{2}(\bar{S})$ and $v_{2} \in C^{1}(\bar{S})$. Such smoothness of the functions $v_{1}(x)$ and $v_{2}(x)$ is provided if $\varphi_{1} \in C^{2}(\partial S)$ and $\varphi_{2} \in C^{1}(\partial S)$. This is accomplished.

Let us return to the conditions

$$
\begin{equation*}
\lim _{t \rightarrow 0} t^{-\lambda_{i}} V(t x)=0, \quad i=1,2,3, \tag{16}
\end{equation*}
$$

which in fact are imposed on the functions $\varphi_{1} \in C^{2}(\partial S)$ and $\varphi_{2} \in C^{1}(\partial S)$. Note that due to the smoothness of the functions $V(x)$, for $\lambda_{i} \notin \mathbb{N}_{0}$ conditions $\lim _{t \rightarrow 0} t^{-\lambda_{i}} V(t x)=0$ and $\lim _{t \rightarrow 0} \ln ^{k} t t^{-\lambda_{i}} V(t x)=0$ are equivalent. If $\lambda_{i}<0$, then conditions (16) are fulfilled. Otherwise, i.e. if at least for one $i$ we have $\lambda_{i}>0$, then (16) can be not fulfilled for some functions $\varphi_{1}$ and $\varphi_{2}$.

Let all the roots of $\lambda_{i}$ be different. Change the form of the solution (12) in case $\lambda_{i}>0$. At first note that if $\lim _{t \rightarrow \infty} t^{-\lambda_{i}} w(t x)=0$, then for the operator

$$
\widehat{M}_{i}(\Lambda) v(x)=-\int_{1}^{\infty} t^{-\lambda_{i}-1} v(t x) d t
$$

where $w(x) \in C^{1}\left(\mathbb{R}^{n}\right)$, the equalities similar to (10) are true

$$
\begin{gathered}
\left(\Lambda-\lambda_{i}\right) \widehat{M}_{i}(\Lambda) w=\lambda_{i} \int_{1}^{\infty} t^{-\lambda_{i}-1} w(t x) d t-\int_{1}^{\infty} t^{-\lambda_{i}} w_{t}(t x) d t=\lambda_{i} \int_{1}^{\infty} t^{-\lambda_{i}-1} w(t x) d t- \\
-\left.t^{-\lambda_{i}} w(t x)\right|_{1} ^{\infty}-\lambda_{i} \int_{1}^{\infty} t^{-\lambda_{i}-1} w(t x) d t=-\left.t^{-\lambda_{i}} w(t x)\right|_{1} ^{\infty}=w(x)
\end{gathered}
$$

For example, if $|\alpha|<\lambda_{i}$ then we have

$$
\begin{equation*}
\widehat{M}_{i}(\Lambda) x^{\alpha}=-x^{\alpha} \int_{1}^{\infty} t^{|\alpha|-\lambda_{i}-1} d t=-\left.x^{\alpha} \frac{t^{|\alpha|-\lambda_{i}}}{|\alpha|-\lambda_{i}}\right|_{1} ^{\infty}=\frac{x^{\alpha}}{|\alpha|-\lambda_{i}} \tag{17}
\end{equation*}
$$

where $x^{\alpha}=x_{1}^{\alpha_{1}} \ldots x_{n}^{\alpha_{n}}$ и $|\alpha|=\alpha_{1}+\cdots+\alpha_{n}$, i.e. the operator $\widehat{M}_{i}(\Lambda)$ is applicable to the polynomial $x^{\alpha}$. Change formula (12). Let $n_{i}=\left[\lambda_{i}\right]$. We represent the function $V(x)$ in the form

$$
V(x)=\sum_{k=0}^{n_{i}} \sum_{j=1}^{h_{k}} V_{k}^{(j)} H_{k}^{(j)}(x)+\left(V(x)-\sum_{k=0}^{n_{i}} \sum_{j=1}^{h_{k}} V_{k}^{(j)} H_{k}^{(j)}(x)\right) \equiv V_{1}^{(i)}(x)+V_{2}^{(i)}(x)
$$

where $\left\{H_{m}^{(i)}(x), m \in \mathbb{N}_{0}, i=\overline{1, h_{k}}\right\}$ is a complete orthogonal system of homogeneous harmonic polynomials on $\partial S$ [15], and $V_{k}^{(j)}$ are expansion coefficients of the function $V(x)$ by this system. It is clear that if $n_{i}=\left[\lambda_{i}\right]<0$ then $V_{1}^{(i)}(x)=0$ and thus $V_{2}^{(i)}(x)=V(x)$. Consider the expression

$$
\begin{equation*}
U_{i}(x)=b_{i} A^{*}(\Lambda)\left(\widehat{M}_{i}(\Lambda) V_{1}^{(i)}(x)+M_{i}(\Lambda) V_{2}^{(i)}(x)\right) \tag{18}
\end{equation*}
$$

Since $V_{1}^{(i)}(x)$ is a polynomial of degree $n_{i}$, then for each its term of the form $V_{k}^{(j)} H_{k}^{(j)}(x)$ we have $k-\lambda_{i} \leq n_{i}-\lambda_{i}=\left[\lambda_{i}\right]-\lambda_{i}<0$ (no equals sign, because the numbers $\lambda_{i}$ are not integer) and hence by virtue of (17) the operator $\widehat{M}_{i}(\Lambda)$ is applicable to the polynomial $V_{1}^{(i)}(x)$. Hence $-\lambda_{i}+n_{0}+1=-\lambda_{i}+\left[\lambda_{i}\right]+1>0$, then $t^{-\lambda_{i}} V_{2}^{(i)}(t x) \sim t^{-\lambda_{i}+n_{0}+1} V_{2}^{(i)}(x) \rightarrow 0$ as $t \rightarrow 0$. So, the operator $M_{i}(\Lambda)$ is applicable to the function $V_{2}^{(i)}(x)$. Thus expression (18) makes sense.

By properties of the operators $\widehat{M}_{i}(\Lambda)$ and $M_{i}(\Lambda)$ the following equalities hold

$$
A(\Lambda) U_{i}(x)=b_{i} A(\Lambda) A^{*}(\Lambda)\left(\widehat{M}_{i}(\Lambda) V_{1}^{(i)}(x)+M_{i}(\Lambda) V_{2}^{(i)}(x)\right)=
$$

$$
\begin{gathered}
=b_{i} \Delta(\Lambda)\left(\widehat{M}_{i}(\Lambda) V_{1}^{(i)}(x)+M_{i}(\Lambda) V_{2}^{(i)}(x)\right)= \\
=c b_{i}\left(\Lambda-\lambda_{2}\right)\left(\Lambda-\lambda_{3}\right)\left(V_{1}^{(i)}(x)+V_{2}^{(i)}(x)\right)=c b_{i}\left(\Lambda-\lambda_{2}\right)\left(\Lambda-\lambda_{3}\right) V
\end{gathered}
$$

It means that the following function

$$
\begin{equation*}
U(x)=U_{1}(x)+U_{2}(x)+U_{3}(x) \tag{19}
\end{equation*}
$$

satisfies the following equality

$$
\begin{gathered}
A(\Lambda) U=\sum_{i=1}^{3} A(\Lambda) U_{i}(x)=\left(c b_{1}\left(\Lambda-\lambda_{2}\right)\left(\Lambda-\lambda_{3}\right)+c b_{2}\left(\Lambda-\lambda_{1}\right)\left(\Lambda-\lambda_{3}\right)+\right. \\
\left.+c b_{3}\left(\Lambda-\lambda_{1}\right)\left(\Lambda-\lambda_{2}\right)\right) V=1 \cdot V=V
\end{gathered}
$$

This means that the function $U(x)$ from (19) is a solution of (9) in $\bar{S}$. Therefore the function $u(x)=u_{0}(x)+|x|^{2} u_{1}(x)$ is a solution of (5) - (6).

In the case of duple roots $\lambda_{1}=\lambda_{2}>0$ together with the operator $\widehat{M}_{1}(\Lambda)$ it is necessary to consider the operator

$$
\widehat{M}_{1}^{(2)}(\Lambda) v(x)=\int_{1}^{\infty} \ln t t^{-\lambda_{i}-1} v(t x) d t
$$

for which in the case of a differentiable function $w(x) \in C^{1}\left(\mathbb{R}^{n}\right)$ the equalities hold

$$
\left(\Lambda-\lambda_{1}\right) \widehat{M}_{1}^{(2)}(\Lambda) w=-\left.t^{-\lambda_{i}} w(t x)\right|_{1} ^{\infty}+\widehat{M}_{1}(\Lambda) w=\widehat{M}_{1}(\Lambda) w(x)
$$

and thus $\left(\Lambda-\lambda_{1}\right)^{2} \widehat{M}_{1}^{(2)}(\Lambda) w=w$. For example, when $|\alpha|<\lambda_{1}$ we have

$$
\begin{aligned}
\widehat{M}_{1}^{(2)}(\Lambda) x^{\alpha} & =x^{\alpha} \int_{1}^{\infty} \ln t t^{|\alpha|-\lambda_{1}-1} d t=\frac{x^{\alpha}}{|\alpha|-\lambda_{1}} \int_{1}^{\infty} \ln t d t^{|\alpha|-\lambda_{1}}=\left.x^{\alpha} \frac{t^{|\alpha|-\lambda_{1}} \ln t}{|\alpha|-\lambda_{1}}\right|_{1} ^{\infty}- \\
& -\frac{x^{\alpha}}{|\alpha|-\lambda_{1}} \int_{1}^{\infty} t^{|\alpha|-\lambda_{1}-1} d t=\frac{1}{|\alpha|-\lambda_{1}} \widehat{M}_{1}(\Lambda) x^{\alpha}=\frac{1}{\left(|\alpha|-\lambda_{1}\right)^{2}}
\end{aligned}
$$

and hence the operator $\widehat{M}_{1}^{(2)}(\Lambda)$ is applicable to the polynomial $V_{1}^{(1)}(x)$. The solution of (9) can be represented in the form

$$
\begin{equation*}
U(x)=U_{1}(x)+U_{1}^{(2)}(x)+U_{3}(x), \tag{20}
\end{equation*}
$$

where the functions $U_{1}(x)$ and $U_{3}(x)$ are defined in (18), and the function $U_{1}^{(2)}(x)$ is written in the form

$$
U_{1}^{(2)}(x)=b_{2} A^{*}(\Lambda)\left(\widehat{M}_{1}^{(2)}(\Lambda) V_{1}^{(1)}(x)+M_{1}^{(2)}(\Lambda) V_{2}^{(1)}(x)\right)
$$

In the case of triple roots $\lambda_{1}=\lambda_{2}=\lambda_{3}>0$ the solution of (9) has the form

$$
\begin{equation*}
U(x)=\frac{1}{c} A^{*}(\Lambda)\left(\widehat{M}_{1}^{(3)}(\Lambda) V_{1}^{(1)}(x)+M_{1}^{(3)}(\Lambda) V_{2}^{(1)}(x)\right), \tag{21}
\end{equation*}
$$

where $\widehat{M}_{1}^{(3)}(\Lambda) v(x)=-\frac{1}{2} \int_{0}^{1} \ln ^{2} t t^{-\lambda_{1}-1} v(t x) d t$, and the operator $M_{1}^{(3)}(\Lambda)$, the functions $V_{1}^{(1)}(x)$ and $V_{2}^{(1)}(x)$ are defined as above. Thus, the solution of (9) in $\bar{S}$ is constructed in all cases of the roots of polynomial $\Delta(\lambda)$. After finding the solution of (9) that are harmonic functions $u_{0}(x)$ and $u_{1}(x)$, a solution of (5) - (6) can be written in the form $u(x)=u_{0}(x)+|x|^{2} u_{1}(x)$.

## 3. Existence of Conditional Solutions

Consider the case of problem (5) - (6) which is not investigated in Theorem 2, when for some $m \in \mathbb{N}_{0}$ the equality $\Delta(m)=0$ holds. Problem (1) - (2) with nonhomogeneous biharmonic equation is considered in [18].

Theorem 3. Let for some $m \in \mathbb{N}_{0}$ the equality $\Delta(m)=0$ hold. Then a solution of (5) - (6) from the class $u \in C^{3}(\bar{S})$ exists if and only if the functions $\varphi_{1} \in C^{2}(\partial S)$ and $\varphi_{2} \in C^{1}(\partial S)$ satisfy the equalities

$$
\begin{equation*}
\int_{\partial S} H_{m}(x)\left(q_{1}(m) \varphi_{1}(x)+q_{2}(m) \varphi_{2}(x)\right) d s_{x}=0 \tag{22}
\end{equation*}
$$

where $H_{m}(x)$ is an arbitrary homogeneous harmonic polynomial of degree $m$, and the vector $\binom{q_{1}(m)}{q_{2}(m)}$ is an arbitrary solution of the system of algebraic equations

$$
\left(\begin{array}{cc}
a_{00}+a_{01} m & a_{11} m \\
a_{00}+(m+2) a_{01}+(2 n+4 m) a_{02} & (m+2) a_{11}+(2 n+4 m)\left(a_{12}+m a_{13}\right) \tag{23}
\end{array}\right) \times 6 .
$$

Proof. Solution of problem (5) - (6) constructed in Theorem 2 under the conditions of the present theorem is not suitable. It must be a little changed. Consider equation (9). We expand the function $V(x)$ onto two terms $V(x)=\widehat{V}(x)+V_{m}(x)$, where

$$
\begin{equation*}
V_{m}(x)=\sum_{i=1}^{h_{m}} P_{m}^{(i)} H_{m}^{(i)}(x) \tag{24}
\end{equation*}
$$

We find conditions under which (9) has a solution in a particular case, when the right-hand side is a monomial of the form $V_{m}(x)=P_{m}^{(i)} H_{m}^{(i)}(x)$, where

$$
P_{m}^{(i)}=\frac{1}{\left\|H_{m}^{(i)}\right\|_{L_{2}(\partial S)}^{2}}\binom{\int_{\partial S} H_{m}^{(i)}(x) \varphi_{1}(x) d s_{x}}{\int_{\partial S} H_{m}^{(i)}(x) \varphi_{2}(x) d s_{x}} .
$$

By the homogeneity of the operator $A(\Lambda)$ the solution of (9) in this case may have only the form $U_{m}(x)=Q_{m}^{(i)} H_{m}^{(i)}(x)$. Substituting the polynomial $U_{m}(x)=Q_{m}^{(i)} H_{m}^{(i)}(x)$ to (9) we have

$$
A(\Lambda) Q_{m}^{(i)} H_{m}^{(i)}(x)=H_{m}^{(i)}(x) A(m) Q_{m}^{(i)}=H_{m}^{(i)}(x) P_{m}^{(i)}
$$

and consequently the following equality should be true

$$
\begin{equation*}
A(m) Q_{m}^{(i)}=P_{m}^{(i)} . \tag{25}
\end{equation*}
$$

It is known that the obtained system of algebraic equations has a solution only if the right-hand side $P_{m}^{(i)}$ is orthogonal to zeros of the conjugated system $A^{T}(m) Q=0$, i.e. to all vectors $\binom{q_{1}(m)}{q_{2}(m)}$ from the theorem's conditions
$P_{m}^{(i)} \cdot\binom{q_{1}(m)}{q_{2}(m)}=\binom{\int_{\partial S} H_{m}^{(i)}(x) \varphi_{1}(x) d s_{x}}{\int_{\partial S} H_{m}^{(i)}(x) \varphi_{2}(x) d s_{x}} \cdot\binom{q_{1}(m)}{q_{2}(m)}=\int_{\partial S} q_{1}(m) H_{m}^{(i)}(x) \varphi_{1}(x) d s_{x}+$

$$
+\int_{\partial S} q_{2}(m) H_{m}^{(i)}(x) \varphi_{2}(x) d s_{x}=\int_{\partial S} H_{m}^{(i)}(x)\left(q_{1}(m) \varphi_{1}(x)+q_{2}(m) \varphi_{2}(x)\right) d s_{x}=0
$$

By virtue of (22) this condition is satisfied. Therefore a solution of (25) exists. Going through the all terms in sum (24) and taking advantage of the theorem's conditions, we conclude that a solution of $(9)$ for $V(x)=V_{m}(x)$ exists. We denote it as $U_{m}(x)$. After that, if the polynomial $\Delta(\lambda)$ has no other roots in $\mathbb{N}_{0}$, then by Theorem 2 we solve equation (9) for $V(x)=\widehat{V}(x)$ and add the resulting solutions $U(x)=U_{m}(x)+\widehat{U}(x)$. The function $U(x)$ is a solution of (9) in $\bar{S}$, and hence problem (5) - (6) has a solution. If the polynomial $\Delta(\lambda)$ has also other roots in $\mathbb{N}_{0}$ except number $m$, then we proceed with the function $\widehat{V}(x)$ in a similar way, as we did above with the function $V(x)$. Thus, for each root of the polynomial $\Delta(\lambda)$ from $\mathbb{N}_{0}$ conditions (22) must be satisfied.

## 4. Particular Cases of the Problem

1. Riquier - Neumann problem: let $a_{01} \neq 0, a_{13} \neq 0$ (all other coefficients are equal to zero), then

$$
\begin{equation*}
\Delta^{2} u=0, x \in S ;\left.\quad a_{01} \frac{\partial}{\partial \nu} u\right|_{\partial S}=\varphi_{1}(s),\left.a_{13} \frac{\partial}{\partial \nu} \Delta u\right|_{\partial S}=\varphi_{2}(s), \quad s \in \partial S \tag{26}
\end{equation*}
$$

The uniqueness conditions of this problem have the form $\Delta(\lambda)=\lambda^{2}(2 n+4 \lambda) a_{01} a_{13}$ and hence $\Delta(0)=0$. The algebraic system (3) has the form $\left(\begin{array}{cc}0 & 2 a_{01} \\ 0 & 0\end{array}\right)\binom{C_{1}}{C_{2}}=0$, and its solution can be written in the form $C_{2}=0, C_{1}$ is an arbitrary constant. By Theorem 2 solution of (26) is unique up to a constant $u(x)=C_{1} H_{0}(x)=C_{1}$.

For the existence of solutions of (26) consider (23) for $m=0,\left(\begin{array}{cc}0 & 0 \\ 2 a_{01} & 0\end{array}\right)\binom{q_{1}(0)}{q_{2}(0)}=0$, and hence $q_{1}(0)=0$. In this case the space of zeros of system (23) is one-dimensional and is spanned by the vector $\binom{0}{1}$. Therefore, the existence condition (22) of solutions of (26) has the form $\int_{\partial S} \varphi_{2}(x) d s_{x}=0$. For example, let $a_{01}=a_{13}=1$ and $\varphi_{1}=0, \varphi_{2}=1$. The obtained above existence condition for the problem's solution is not fulfilled. Make sure that a solution of (26) in this case does not exist. From the second boundary condition of problem (26) follows that for solution $u(x)=u_{0}(x)+|x|^{2} u_{1}(x)$ (see Lemma 1) of this problem the following equalities must be fulfilled

$$
\omega_{n}=\int_{\partial S} d s_{x}=\int_{\partial S} \frac{\partial}{\partial \nu}(2 n+4 \Lambda) u_{1}(x) d s_{x}=4 \int_{\partial S} \frac{\partial^{2}}{\partial \nu^{2}} u_{1}(x) d s_{x}=0
$$

which is not true. Here it was taken into account that the integral on $\partial S$ of the normal derivatives of harmonic in $S$ functions is equal to zero (see [17]). Therefore (26) has no solution.
2. For problem (5) - (6) if $a_{02}=0$ and $a_{11}=0$ we have

$$
\Delta(\lambda)=\left|\begin{array}{cc}
a_{00}+a_{01} \lambda & 2 a_{01} \\
0 & (2 n+4 \lambda) a_{12}+\lambda(2 n+4 \lambda) a_{13}
\end{array}\right|=(2 n+4 \lambda)\left(a_{00}+\lambda a_{01}\right)\left(a_{12}+\lambda a_{13}\right) .
$$

Let us take in (2) $a_{00}=-2, a_{01}=1, a_{12}=-3, a_{13}=1$, i.e. consider the problem

$$
\begin{gather*}
\Delta^{2} u=0, x \in S \\
-2 u+\left.\frac{\partial u}{\partial \nu}\right|_{\partial S}=\varphi_{1}(s),-3 \Delta u+\left.\frac{\partial \Delta u}{\partial \nu}\right|_{\partial S}=\varphi_{2}(s), s \in \partial S \tag{27}
\end{gather*}
$$

In this case $\Delta(\lambda)=(2 n+4 \lambda)(\lambda-2)(\lambda-3)$ and hence $\Delta(2)=0$ and $\Delta(3)=0$.
For $m=2$ system (3) has the form $\left(\begin{array}{cc}0 & 2 \\ 0 & -(2 n+8)\end{array}\right)\binom{C_{1}}{C_{2}}=0$ and therefore $C_{2}=$ $0, C_{1}$ being an arbitrary constant, is its solution. Thus the polynomial $u_{2}(x)=C_{1} H_{2}(x)$ is a solution of the homogeneous problem (27).

If $m=3$, then the system of (3) takes the form $\left(\begin{array}{ll}1 & 2 \\ 0 & 0\end{array}\right)\binom{C_{1}}{C_{2}}=0$ and hence $C_{1}=-2 C_{2}, C_{2}$ being an arbitrary constant, is its solution. Hence the polynomial $u_{3}(x)=$ $C_{2}\left(|x|^{2}-3\right) H_{3}(x)$ is also a solution of the homogeneous problem (27).

For the existence of solutions of (27) consider system (23)

$$
\left(\begin{array}{cc}
m-2 & 0 \\
m & (m-3)(2 n+4 m)
\end{array}\right)\binom{q_{1}(m)}{q_{2}(m)}=0
$$

for $m=2$ and $m=3$. Let $m=2$, then we have $\left(\begin{array}{cc}0 & 0 \\ 2 & -(2 n+8)\end{array}\right)\binom{q_{1}(2)}{q_{2}(2)}=0$, and hence $q_{1}(2)-(n+4) q_{2}(2)=0$. In this case the space of zeros of $(23)$ is one-dimensional and is spanned by the vector $\binom{n+4}{1}$. So, the first condition of existence of solutions to (27) has the form $\int_{\partial S} H_{2}(x)\left((n+4) \varphi_{1}(x)+\varphi_{2}(x)\right) d s_{x}=0$.

Let $m=3$, then we obtain $\left(\begin{array}{ll}1 & 0 \\ 3 & 0\end{array}\right)\binom{q_{1}(3)}{q_{2}(3)}=0$, and hence $q_{1}(3)=0$. In this case the space of zeros of $(23)$ is also one-dimensional and is spanned by the vector $\binom{0}{1}$. So the second condition of existence of solutions to (27) has the form $\int_{\partial S} H_{3}(x) \varphi_{2}(x) d s_{x}=0$. Thus, (27) has a solution if

$$
\begin{equation*}
\int_{\partial S} H_{2}(x)\left((n+4) \varphi_{1}(x)+\varphi_{2}(x)\right) d s_{x}=0, \quad \int_{\partial S} H_{3}(x) \varphi_{2}(x) d s_{x}=0 \tag{28}
\end{equation*}
$$

where $H_{2}(x)$ and $H_{3}(x)$ are homogeneous harmonic polynomials of degrees 2 and 3 .
For example, let $n \geq 2, \varphi_{1}=s_{1} s_{2}$ and $\varphi_{2}=0$. If a solution of (27) exists, then it takes the form $u(x)=u_{0}(x)+|x|^{2} u_{1}(x)$ (see Lemma 1). From the second boundary condition we have $(2 n+4 \Lambda)(\Lambda-3) u_{1}(x)=0$, whence $(\Lambda-3) u_{1}(x)=0$ and therefore $u_{1}(x)=H_{3}(x)$. By virtue of the first boundary condition the function $u_{0}(x)$ should be such that $\left.\left(\frac{\partial}{\partial \nu}-2\right)\left(u_{0}(x)+|x|^{2} H_{3}(x)\right)\right|_{\partial S}=s_{1} s_{2}$ and hence $(\Lambda-2) u_{0}(x)=x_{1} x_{2}-3 H_{3}(x)$, $x \in S$. This equation has no solution in harmonic functions in $S$ because a harmonic function on the left-hand side $(\Lambda-2) u_{0}(x)$ does not contain the second order terms in its expansion at the original, but on the right-hand side such terms are present. Note that in this case the first condition from (28) is not fulfilled for $H_{2}(x)=x_{1} x_{2}$ because $\int_{\partial S} x_{1}^{2} x_{2}^{2} d s_{x} \neq 0$.
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# ОБ ОДНОЙ МАТЕМАТИЧЕСКОЙ МОДЕЛИ, ОПИСЫВАЕМОЙ КРАЕВОЙ ЗАДАЧЕЙ ДЛЯ БИГАРМОНИЧЕСКОГО УРАВНЕНИЯ 
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#### Abstract

В данной работе рассматривается математическая модель, описываемая обобщенной третьей краевой задачи для однородного бигармонического уравнения в шаре с граничными операторами до третьего порядка, содержащие нормальные производные и лапласиан. Частными случаями рассматриваемой математической модели являются классические модели, описываемые задачами Дирихле, Рикье и Робина, спектральная задача Стеклова, а также многие другие математические модели, порожденные этими граничными условиями. Доказаны две теоремы существования рассматриваемой задачи. Условия существования получены в виде ортогональности на границе некоторой линейной комбинации граничных функций однородным гармоническим многочленам заданного порядка. Полученные результаты проиллюстрированы некоторыми частными случаями общей задачи.
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